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1 Introduction

According to the International Energy Agency (IEA), flaring of natural gas during production
is responsible for 10% of the greenhouse gas emissions from the oil and gas sector.1 This figure
is attributable in part to recent scientific work documenting that unlit and inefficient flares
are also meaningful sources of methane emissions (EDF 2021; Plant et al. 2022). Methane
is a more potent greenhouse gas (hereafter “GHG”) relative to CO2 generated from efficient
flaring.2 There have been significant policy efforts to curb flaring due to its climate costs,
local health costs (Blundell and Kokoza 2022; Boslett et al. 2021; Tran et al. 2024), and
the foregone market value of flared gas. Globally, these efforts include the World Bank’s
Zero Routine Flaring by 2030 initiative and recently proposed methane regulations in the
European Union (2019/942).3 For the United States, recent policies to reduce flaring and
venting include restrictions on flaring in Colorado and New Mexico, the EPA’s 2024 rule to
eliminate flaring, and the Bureau of Land Management’s Methane Waste Prevention Rule.4

Flaring and methane emissions from upstream oil and gas production are the product of
not only decisions in the upstream, but also conditions in the midstream. The midstream
encompasses local gas gathering, gas processing, and long haul transmission infrastructure.
In this paper we use detailed data from Texas’ Permian Basin to estimate the short-run im-
pact of congestion in natural gas midstream infrastructure on upstream flaring and methane
emissions from 2015 through 2021. During this time, the Permian Basin was (and is cur-
rently) the largest oil producing region in the U.S., with significant quantities of associated
gas production. We find that congestion was responsible for 34 percent of Permian flaring
and 10 percent of Permian methane emissions with an estimated $1.2B in annual climate
costs: $524M due to increased flaring and $674M due to increased methane emissions.

Several stylized facts motivate attention to the midstream segment. Oil wells often pro-
duce large amounts of associated gas as a co-product, with half of Texas Permian gas pro-
duction originating from oil wells since 2013 (Appendix Figure E.3).5 Firms may treat the
gas as a byproduct because the oil is more valuable than the gas and because it is also more
costly to transport.6 Unlike oil, which has several transportation options (Agerton and Up-

1IEA (2023a) estimates that oil and gas operations emitted 5.1 billion tons of CO2e in 2022, and IEA
(2023b) estimates that flaring emitted around 0.5 billion tons of CO2e in the same year.

2The 20 and 100-year warming potential of methane are 81—83 and 27—30 times CO2. Source: EPA
Website. “Understanding Global Warming Potentials.” Access June 2024.

315063/1/21 REV 1 + REV 1 COR 1 + ADD 1.
4See 2 Colo. Code Regs. §404-1-903; N.M. Code R. §19.15.27 and §19.15.28; 89 FR 16820; and 89 FR

25378.
5Technically production data is available for natural gas at the well level and for oil at the lease level,

which may contain multiple wells. For simplicity we use the term “wells” to refer to either natural gas wells
or oil leases.

6In 2020, the Texas Permian Basin produced 3.4 mmbbl/d of oil (30% of the nation’s total) and 12.4
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ton 2019; Covert and Kellogg 2017), gas transportation is limited to midstream pipelines.
Further, when gas production approaches or exceeds the capacity of midstream infrastruc-
ture, constraints and congestion impede producers’ ability to send the gas to market. In this
situation, they can flare gas to keep oil flowing. A recent survey found that almost half of
industry executives said that low gas prices would not affect oil production decisions (Federal
Reserve Bank of Dallas 2024, Special questions). Previous work has looked at flaring in the
context of whether oil wells are connected to pipelines at all Lade and Rudik (2020) or from
wells early in their production life. However, as shown in the lower pane of Figure 1, the
majority of flaring in the Permian comes from wells already connected to pipelines, and the
top pane of Figure 1 shows that a minority of that flaring comes from new wells (those with
less than 12 months of production). Instead, responses to another survey of U.S. oil and
gas executives point to midstream constraints as primary drivers of flaring (Federal Reserve
Bank of Dallas 2019).7 A similar pattern emerges globally: of flaring data provided by firms
to the World Bank’s Zero Routine Flaring initiative, routine flaring only made up about one-
third of total of reported flaring in 2022 (see Appendix Figure E.1). Because the estimated
climate cost of flaring is approximately nine times the market value of the foregone gas in
recent years, private markets undervalue midstream infrastructure to bring gas to market
and flare more than is socially optimal.8

1.1 Empirical approach

Our analysis uses detailed data on pipelines, including unscheduled maintenance events;
daily satellite readings of flaring and methane concentrations; and monthly production and
flaring data for individual wells.9 We examine the short-run impact of midstream congestion
on flaring and methane emissions first at the aggregate level, and second at the well level.

Our main results leverage exogenous maintenance events on interstate transmission pipelines
that temporarily reduced capacity. We estimate event studies capturing these effects. Then
we examine the Henry Hub–Waha Hub price differential as a measure of congestion in trans-
mission between the Permian and national demand. This price spread may be simultaneously

bcf/d of gas (11% of the nation’s total). However, Texas Permian oil was more valuable: producers reported
nominal well-head oil revenues 5.5 times the gas revenues: $127M/d versus $23M/d. See Appendix Table E.1.
National production data taken from EIA (US Field Production and Natural Gas Gross Withdrawals).

7Predominant factors cited in the survey include lack of transmission capacity, lack of processing capacity,
gas processing fees exceeding the value of the gas, among others.

8In 2020 in the Texas Permian, firms reported flaring 0.26 bcf/d, valued at approximately $0.50M/d at
average wellhead prices. The social cost of flaring, though, was over eight times larger than the potentially
foregone revenues at $4.1M/d under a 95% flare efficiency. See Appendix Tables E.1 and E.3. Authors’
calculations.

9As we explain in Section 2.3, data in Texas is reported at the individual well-level for gas wells, but at
the lease-level for oil-leases. We use the term “well” for generic discussion.
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Figure 1: Attributed shares of flaring in the ND Bakken and TX Permian

determined with the amount of gas flared versus captured in the Permian. We therefore in-
strument using two sources of exogenous variation. First, we use our data on daily pipeline
maintenance events to capture unexpected capacity shocks. Second, we construct a bespoke
weather instrument that isolates inelastic demand shocks from the rest of the US that occur
when storage inventories outside of Texas and New Mexico are unexpectedly low. These
national demand shocks are met through increased utilization of gas transportation out of
the Permian. This demand instrument could cause flaring because of pipeline congestion,
or because of new well completions. We conduct several additional tests to rule out the
second explanation. Using a variety of different spatial resolutions and an alternative event
study framework, we find a consistent set of results. As transmission pipelines become
congested, upstream flaring significantly increases, and both methane concentrations and
methane emissions increase moderately.

We also examine how gas wells and oil wells respond to transmission constraints, com-
paring production, flaring, and sale prices following pipeline maintenance events. We find
that gas wells and oil wells respond to capacity constraints in different ways. Gas wells
mainly lower production, while oil wells maintain production and flare more. This aligns
with the differing economics of gas versus oil wells. We also find evidence that vertically in-
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tegrated wells are more responsive to maintenance events in terms of production and flaring,
consistent with anecdotal evidence on the role of firm characteristics in flaring behavior.

1.2 Policy implications

Our estimates provide important insights for flaring and methane policy. First, our results
suggest that focusing exclusively on routine flaring, as the new U.S. EPA (2024b) and the
World Bank’s Zero Routine Flaring initiative do, although historically effective (Lade and
Rudik 2020), will not mitigate future flaring as long as temporary flaring associated with
congestion remains exempt. U.S. EPA (2024b) allows for up to 30 days of flaring “During
temporary interruption in service from the gathering or pipeline system.” We estimate that
congestion caused by transmission congestion caused 34 percent of flaring, but since our
estimates may not incorporate congestion in gathering and processing, we view this as a
lower bound. An upper bound on congestion-associated flaring is 90 percent, which is the
share of flaring from connected Permian wells in the lower pane of Figure 1.

Second, we find that the climate costs of congestion-induced flaring and methane emis-
sions are comparable in magnitude, yet newly proposed federal policy rules place much
heavier emphasis on methane. For example, the new federal price on methane emissions
from production (“Waste Emissions Charge”, or WEC) ignores the climate cost of CO2 from
flaring (U.S. EPA 2024c). Similarly, U.S. EPA (2024b) justifies flaring restrictions on the
basis of methane emissions, not CO2. Our calculations in Appendix Table E.3 show, however,
that revised estimates of the social cost of GHGs from U.S. EPA (2023) imply that the CO2

component of flaring climate costs is now an order of magnitude larger than the methane
climate costs at typical flare efficiencies used in EPA calculations (U.S. EPA 2024a).10 The
under-pricing of flaring relative to the efficient Pigouvian tax, combined with limitations
on the monitoring and measurement of emissions (Agerton et al. 2023; Covert et al. 2024;
Dunkle Werner and Qiu 2024) suggests complementary policies to reduce flaring could be
warranted. Because midstream congestion causes joint production of flaring and methane
emissions, policies to alleviate congestion may reduce both. Reductions can be achieved
by increasing the quantity of midstream infrastructure, or decreasing the quantity of gas
production. Our analysis does not show, however, whether flaring and methane emissions
would be complements or substitutes in the absence of midstream congestion.

We show that when additional transmission capacity is made available for oil wells, there
10The 2020 SCC and SCM from IAWG (2021) report were $51/ton and $1500/ton under the then-baseline

3% discount rate (Tables A-1 and A-2). The 2020 SCC and SCM in the more recent U.S. EPA (2023) report
are $193/ton and $1648/ton under the now-baseline 2% discount rate (Table A.5.1). Appendix Table E.3
applies these SCC and SCM estimates to calculate the climate costs of flaring. Prices are in 2020 dollars.
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is a reduction in flaring but no corresponding increase in overall production in the short run.
This contradicts the “fundamental law of road congestion” (Duranton and Turner 2011)
which suggests that in equilibrium, new transportation capacity becomes congested. The
contradiction indicates a need for future work examining the long-term impact of additional
midstream infrastructure. Although our findings do not opine on the net climate benefits of
long-run capacity expansions, our results have a potential policy implication regarding where
to drill. For example, in regions with significant associated gas, policymakers might consider
directing oil leases to be drilled in areas with more available midstream infrastructure or
considering the timing of permitting alongside the availability of midstream infrastructure.
This is particularly relevant for the U.S. Department of the Interior’s decision framework on
where to conduct lease sales.

1.3 Related literature

Our paper contributes to several literatures related to infrastructure and the environment.
First, our focus on the effects of midstream congestion is related to recent work on energy
transportation infrastructure and environmental externalities from energy production. Sim-
ilar to studies quantifying the importance of electricity transmission infrastructure for both
the private and environmental values of renewable energy (Fell et al. 2021; LaRiviere and
Lyu 2022), we find that the environmental value of natural gas depends on the infrastructure
available to deliver it. In contrast to the electricity context with a single commodity (renew-
able energy), our setting is one of joint production as gas is often inelastically produced as a
by-product of oil. Our findings demonstrate that gas can be an economic good or an environ-
mental bad depending on midstream constraints.11 One additional novelty is that previous
literature has focused on methane leakage related to downstream infrastructure (Hausman
and Muehlenbachs 2018) while we focus on upstream emissions caused by midstream con-
gestion. A separate literature has also shown that energy transportation infrastructure (or
its scarcity) can also lead to market power (Borenstein et al. 2000; Preonas 2019; Woerman
2019) and misallocation (Hausman 2024). This is certainly possible at a localized level in oil
and gas (see discussion of the EXCO vs. Williams dispute in Agerton et al. (2023)).

Second, there is a large literature on the economic and environmental impacts of the
growth in U.S. oil and gas production from shale, primarily focusing on impacts from up-
stream development. This literature is reviewed by Black et al. (2021). Our contribution
is to causally identify how midstream congestion affects environmental externalities of up-
stream shale oil and gas development. Related to this, there is a growing literature on the

11This is somewhat distinct from studies quantifying the direct externalities from transporting energy
commodities (Clay et al. 2017) or the impact of congestion on market efficiency (Oliver et al. 2014).

6



determinants and consequences of flaring (Agerton et al. 2023; Beatty 2022; Blundell and
Kokoza 2022; Boslett et al. 2021; Fitzgerald and Stiglbauer 2015; Lade and Rudik 2020; Lau
2020; Thu 2023; Tran et al. 2024), although our focus on the midstream is unique. Our con-
sideration of multiple pollutants is also consistent with recent discussions on accounting for
co-pollutants in the economics literature (Stranlund and Son 2019; Zirogiannis et al. 2020).

Third, our paper contributes to the scientific literature on flaring and methane emissions.
Scientific studies have suggested that a significant share of methane emissions may be as-
sociated with abnormal process conditions (Allen et al. 2015; Brantley et al. 2014; Mitchell
et al. 2015; Zavala-Araiza et al. 2017, 2015) and unlit flares (EDF 2021; Plant et al. 2022),
with previous correlational evidence linking midstream congestion (Lyon et al. 2021) to emis-
sions. Our findings—that flaring and methane concentrations both rise when the midstream
segment is congested—suggest that higher pressures and unexpected interruptions may be
a root cause of abnormal process conditions that exacerbate emissions, and provide causal
evidence to the previous correlational associations.

The rest of the paper is organized as follows. Section 2 describes our data sources. In
Section 3, we present our analysis of how transmission pipeline congestion affects flaring and
methane emissions at the basin level. Section 4 examines well-level responses to transmission
constraints, comparing oil and gas wells. Finally, Section 5 discusses the implications of our
findings and concludes.

Several online appendices provide additional details. Appendix A provides an overview
of the industry for readers unfamiliar with it. Appendix B discusses a few details of our data
construction, and Appendix C contains a theoretical model of pipeline capacity markets and
constraints which motivates our empirical approach. Appendix D provides more detail and
robustness checks for our IV, and additional results tables appear in Appendix E.

2 Data Sources

The focus of our study is the Permian Basin, which straddles Texas and New Mexico. Fig-
ure 2 shows an outline of the three main parts of the Permian: the gassier Delaware Basin
is the western part, and the oilier Midland Basin is the eastern part. The two are split
by the Central Basin Platform, which has somewhat less activity.12 The map also shows
the 0.5◦ × 0.5◦ degree cells we use later in our analysis. Our study combines five datasets
on Permian pipelines, plants flaring, methane, and production from a mix of public and
commercial sources. We note that our production data comes only from Texas.

12Outline provided by Enverus.
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Figure 2: Map of Permian Basin

2.1 Interstate pipeline data

Our analysis focuses on interstate pipelines due to data availability. Interstate pipelines
are regulated by the Federal Energy Regulatory Commission (FERC), which requires public
disclosure of pricing and operational data. In contrast, intrastate pipelines in Texas are regu-
lated by the Railroad Commission of Texas (RRC), which does not mandate such disclosures.
We purchased historical data from Wood Mackenzie for the four interstate gas pipelines serv-
ing the Permian Basin: El Paso Natural Gas (EPNG), Natural Gas Pipeline Company of
America, LLC (NGPL), Northern Natural Gas Pipeline (NNG), and Transwestern Pipeline
Company (TWPC). The locations of these pipelines are illustrated in Figure 3a, along with
intrastate pipelines that we do not have utilization data for.

Interstate transmission lines in the Permian form a network, and customers put in and
take out natural gas at receipt and delivery nomination nodes. For each day, (9:00am to
8:59am the next day) shippers nominate volumes for receipt and delivery, and the pipeline
schedules these (Mohlin 2021). Total nominations are made public and generally track actual
receipts and deliveries. Operational capacity at nodes is also reported.

We follow Wood Mackenzie’s methodology to construct measures of utilization and total
capacity for each pipeline by summing over subsets of nodes, and consulted with the com-
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Figure 3: Permian infrastructure

pany about our data construction. We calculate net interstate natural gas receipts in the
Permian each day by summing scheduled nominations over a list of nodes provided by Wood
Mackenzie. We also calculate exports of natural gas from the Permian by summing over vol-
umes through a few key operational chokepoints identified by Wood Mackenzie. These two
quantities should be the same and, in general, track each other closely. In our analysis, we
use exports since our receipts measure exceeds capacity for a short period on the Transwest-
ern pipeline, but results are essentially unchanged if we use net receipts. We calculate the
operational capacity of each interstate system to transport gas out of the Permian (“take-
away” capacity) as the operational capacity at the export chokepoints. Time series of these
three quantities—net receipts, exports, and operational capacity are depicted in Appendix
Figure E.2.

Pipelines also post operational notices about when planned maintenance or unplanned
outages impact operational capacity as well as force majeure events that allow the pipeline
to interrupt services shippers have purchased. These events can be system-wide, or they can
apply to particular segments and nomination points. We purchased a dataset of around 3,000
maintenance and unplanned outage events that Wood Mackenzie identified as important.
Wood Mackenzie provides indicators of each event’s severity and whether it was planned or
unplanned. One event states, for example:

Northern will be conducting pipeline maintenance near the Spraberry, Texas, com-
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pressor station.... Northern will not sell any primary firm capacity from May 6
- 23, 2014 and the operational capacity of the point will be zero.

We keep only events that WoodMackenzie identifies as having “Significant,” “Major,” or
“Severe” impact (versus “Little to no” or “Minor” impact) and events that impact East TX,
West TX, or the Midcontinent. Appendix Figures E.4 and E.5 summarize the remaining
196 events and demonstrate that there is significant variation in these events both over time
and across pipelines. A breakdown of the keyword frequency in these event descriptions
shows that many events had to do with compressor station maintenance or malfunctions
(Figure 4): Because pipeline investment is endogenously determined alongside firms’ drilling
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Figure 4: Keyword frequency in pipeline maintenance event descriptions

and production decisions (often years in advance), we use these operational events to identify
unpredictable, short-run reductions in capacity on interstate pipelines. As we discuss later in
Section 3, our identifying assumption is that specific interstate events are not correlated with
either upstream firms’ production decisions or short-run capacity reductions on intrastate
pipelines. While upstream producers and intrastate pipelines will generally expect some
interstate maintenance and outage events to occur, we view the specific timing, location,
and duration of events as randomly assigned.

2.2 Satellite data

We use two different satellite data products in our paper: one for flaring, and one for methane
emissions. Both satellite products are generated at the daily level. For flaring, we use nightly
flaring detections over the Permian Basin by the Visible Infrared Imaging Radiometer Suite
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Figure 5: Aggregated daily satellite and fracking variables by grid-cell, standardized by mean
and SD

(VIIRS) satellite instrument. VIIRS takes daily nighttime readings of radiant heat and light
within the infrared band produced by natural gas flares. The VIIRS Night Fire (VNF)
product we use provides measures of the temperature (K) and radiant heat (Watts). Gas
flares are hotter than other heat sources like biomass fires, so we subset VIIRS data to
detections with estimated temperatures greater than 1400K (Elvidge et al. 2016, 2013). We
aggregate these individual flaring detections over the entire basin and over 0.5◦ × 0.5◦ grid
cells. The top left and middle panel of Figure 5 show standardized sums of radiant heat for
our VIIRS data over the periods 2012–17 and 2017–21.13

For methane emissions, we use daily readings from the satellite TROPOspheric Monitor-
ing Instrument (TROPOMI) aboard the European Union’s Sentinel 5-P satellite. TROPOMI
measures methane concentration in columns of air globally. We use the concentrations pro-
vided in the Level 2 TROPOMI product (Hu et al. 2016, 2018). This TROPOMI product
represents methane concentrations in units of column-average parts per billion, so values

13The VIIRS VNF products versions 2.1 and 3.0 cover different non-overlapping time periods, which we
represent separately on this map. We sum the two products in our later analysis.
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are not summable across space and time. Instead, we average them within 0.5◦ × 0.5◦ grid
cells spanning the basin, or over the entire basin.14 The top right panel of Figure 5 shows
standardized average gridcell concentrations over our sample (May 2018–Sept 2021).

We would prefer to work with methane emissions (a flow) rather than concentrations
(a stock) since this is the policy-relevant quantity. However, inverting concentration mea-
surements into emissions is a challenging and computationally expensive task combining
three-dimensional atmospheric chemistry and transport modeling that is beyond the scope
of this paper. Instead, we construct an approximation to emissions based on the general
structure of many of the popular inversion models in the scientific literature. This is de-
scribed in Appendix B.2.

One advantage of using data from two different satellite instruments is that we can par-
tially validate each data source with the other. TROPOMI and VIIRS take their readings
from different satellites using different instrumentation (spectrometer for TROPOMI versus
radiometer for VIIRS). Generally speaking, the same oil and gas production activities should
lead to both flaring and methane emissions. We show in Appendix Table E.4 that we observe
a strong relationship between detected flaring from VIIRS and detected methane concentra-
tions from TROPOMI (and our emissions approximation). Although this relationship is not
causal, i.e., we can’t say that flaring either avoids or causes higher methane emissions, it does
provide evidence that these noisy satellite readings from separate instruments are capturing
a signal from roughly the same ground-level phenomenon, rather than simply producing
noise or spurious relationships.

2.3 Well data

Our last major source of data is monthly production data from Texas. One important feature
of Texas reporting requirements is that gas wells report at the individual well level, while
oil wells report as groups of wells at the “lease” level. For simplicity of exposition, we use
the term “oil well” to refer to an oil lease. We merge both publicly available data from
the Texas Railroad Commission (RRC) and commercial data-provider Enverus.15 RRC data
include oil and gas production data, as well as “disposition” data that include self-reported
flaring. Enverus data include the same oil and gas production data (based on public RRC
data) as well as information about the physical wells and their locations. Figure 6 shows the
distribution of gas wells and oil leases across our study area. Producers in Texas report the

14We thank researchers Olga Khaliukova, Will Daniels, and Dorit Hammerling in the Applied Mathematics
and Statistics Department at Colorado School of Mines for constructing this for us.

15Specifically, we use the Production Data Query (PDQ) Dump from the RRC and the “HPDI Raw Data
Version 2: PDEN_DESC.ALLOC_PLUS” production data from Enverus.
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Figure 6: Counts of oil leases and gas wells in merged RRC/Enverus data by gridcell

volume and value of monthly sales to the Texas Comptroller. Enverus matches these sales
data and includes them in our dataset. We use the ratio of value to volume to calculate
an average wellhead price for each well-month. In some specifications of our daily panel
analysis, we also include daily measures of ongoing hydraulic fracturing operations within
each panel: the count of ongoing jobs and the sum of sand and water injected that day
(bottom 3 plots in Figure 5). We downloaded these data from Enverus separately via the
Enverus Developer API.

Our well-level analysis requires matching each gas well and oil lease to specific pipelines.
We accomplish this by first matching each to its closest processing plant using the shortest
distance along the gathering pipeline network. We purchased data on gathering pipelines in
Texas from commercial provider MapSearch for the year 2019,16 and we purchased processing
plant data from Wood Mackenzie. Details of our matching methodology can be found in
Appendix B.1.

2.4 Other data

For our analysis in Section 3, we use the natural gas spot price at the Waha trading hub
located in the Delaware Basin within the Permian (marked in Figure 2), and Henry Hub in
Louisiana, which is a nationally representative North American benchmark natural gas price.
The difference in the Henry Hub and Waha prices represents the shadow value of transmission

16We contacted several commercial data providers as well as the RRC. With the exception of MapSearch,
none maintained historical versions of the data. When we purchased the data, the 2019 year was the most
recent version available. We also purchased a 2008 version of the pipeline data, though we do not use it in
this analysis.
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capacity between the two hubs and serves as a measure of constraints to moving gas out of
the Permian.

For our analysis in Section 3 we use state-level heating and cooling degree-days from
NOAA and 2010 state-level population data from the Census Bureau. We use this weather
information to construct a population-weighted measure of unexpected previous gas demand
associated with weather shocks.

3 Transmission Pipelines

We study how congestion on transmission pipelines impacts flaring and methane emissions.
We use two primary measures of congestion, and we perform analyses on both aggregate,
basin-level time series as well as a panel of grid cells spanning the Permian basin. We first
estimate a series of event studies examining how discrete, unplanned maintenance events
reduce total pipeline operational capacity and thereby impact flaring and methane. These
event studies, however, do not allow us to estimate how pipeline congestion (as measured on
a continuous scale) impacts flaring and methane. This limits our ability to perform counter-
factuals, so we next causally estimate how flaring and methane concentrations respond to a
continuous measure of congestion.

3.1 Event studies

Pipelines capacity and throughput For the event studies, we let time be indexed by
t and generate a set of dummy variables 1jt that take a value of one if there is at least
one event that begins at time t on interstate pipeline j. For this analysis, we consider the
four primary interstate pipelines of the Permian where data is available during our sample
time period, El Paso Natural Gas, Northern Natural Gas, Natural Gas Pipeline Company
of America, and Transwestern Pipeline Company. Our event study model is:

Yjt =
3∑

τ=−3
(βτ · 1j,t+τ ) + X ′

jtα + ηj + δmonth(t) + εjt, (1)

where Yjt is the log of either operational capacity or scheduled exports (throughput) on
day t on pipeline j. We normalize with respect to the day prior by setting β−1 = 0, so
that each coefficient βτ represents the difference in the outcome between day t + τ and the
day prior to the event (t − 1). The row vector X ′

jt contains a constant and pipeline time
trend. We include pipeline-specific dummies ηj to control for average pipeline capacities
and throughput, as well as month-of-sample fixed effects δmonth(t). Standard errors for this
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pipeline analysis are clustered at the pipeline-month level. While firms probably expect
disruptions in transmission to occur, we assume that they are unable to predict the specific
timing, location, and duration of specific events. Under this assumption, maintenance events
are exogenous to firms’ production decisions, and our estimates have a causal interpretation.

Our initial step is to show that maintenance events affect pipeline capacity and through-
put. We focus on 173 of our 196 unplanned events since the event windows are “clean,” so
that no other event is ongoing within a three day window before and exclude any post event
days where a new event begins. This leaves us 1,114 pipeline-day observations. Figure 7
plots estimated coefficients β̂τ for these event studies of log throughput and log capacity
(1), along with their 90% confidence intervals. Figure 7b shows a 14.6% drop in operational
capacity on the day the event begins (τ = 0), with an estimated impact of 4.3% on the day
following (τ = 1) that is statistically significant at the 10% level. Figure 7a shows simi-
lar throughput declines of 14.7% and 4.7% for the first two days of the events, with these
estimates statistically significant at the 10% and 5% level.17 Because average operational
capacity is larger than average throughput (0.46 bcf/d versus 0.35 bcf/d), the impact on to-
tal operational capacity is larger than the estimated effect on total throughput. The noisier
estimate for a drop in capacity is not entirely surprising due to the construction of our data.
Our operational capacity is measured at a few, discrete network nodes that serve as “choke-
points.” The capacities at these chokepoints, however, may not always reflect constraints at
upstream receipt points that limit throughput and are the relevant binding constraints.

Flaring and methane We now turn to estimating how maintenance events impact satel-
lite measures of flaring, methane concentrations, and methane emissions. We report analysis
at the daily level, although results are robust to aggregating to the weekly level. The model
we estimate is similar to (1), with the difference that we use a single time series (and therefore
drop pipeline fixed effects):

Yt =
3∑

τ=−3
(βτ · 1t+τ ) + X ′

tα + εt. (2)

Here, Yt is either log flaring, log methane concentrations, the level of methane emissions, or
the log of emissions. We measure flaring as the log of the sum of the radiant heat from VIIRS
flare detections over the entire Permian Basin, and we measure log methane concentrations
and log emissions as described in Section 2.2 and Appendix B.2. We estimate equation 2 by

17Appendix Table E.9 displays these results as well as a robustness check in which we estimate the model
separately for NGPL—which has about half of the “clean” events—and the other three pipelines. This check
suggests that our results are not driven by one particular pipeline.
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Figure 7: Event study results for the effect of pipeline maintenance events on interstate
pipeline’s operational capacity and throughput (exports) at the daily frequency. The regres-
sions control for pipeline fixed effects, month fixed effects, and linear pipeline time trends.
Plots show estimated β̂τ from (1) along with 90% confidence interval error bars.

OLS for log methane concentrations and methane emissions levels, and by Poisson regression
for log flaring and log methane emissions in order to handle days with zeros in our satellite
flaring data or our methane emissions calculations. The indicator variable 1t takes a value of
one if there is an event on day t on any of the four interstate pipelines. The vector Xt includes
a constant and a trend in the flaring regressions, with monthly seasonal dummies included
in the methane regressions to control for seasonality in atmospheric methane from natural
sources. Results are robust to dropping the trend, to controlling for daily fracking activity
using the number of fracking jobs and the daily quantity of fracking water and proppant used,
and to using OLS with levels or logs for all outcome variables (with dropped observations
for zeros in the logged outcomes). Coefficients from the main event study specifications are
reported in Appendix Table E.5, with robustness checks reported in Appendix Tables E.6
and E.7.

Figure 8 shows the results from these four event studies from equation (2). Each panel
contains no evidence of statistically significant pre-event trends. They indicate that main-
tenance events lead to statistically and economically significantly higher flaring, methane
concentrations, and methane emissions. Flaring increases by about 65% on the day of an
unplanned maintenance event, relative to the previous day (Figure 8a). Although this may
seem large, the mean and standard deviation of flaring levels are fairly close, so that a 65%
increase relative to the mean is approximately 0.61 standard deviations. (Summary statis-
tics are in subcaptions of Figure 8). Methane concentrations, by contrast, increase by about
0.53% (Figure 8b). With a mean of 1864 and standard deviation of 18.2 parts per billion,
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this amounts to an effect of about 0.5 standard deviations. The relative size of the methane
emissions impact is fairly similar whether measured in levels (Figure 8c) or logs (Figure 8d):
with an increase of approximately 60 tons of methane emissions per day, this is a little more
than 0.5 standard deviations. At EPA’s 2020 SCM of $1,648/t, 60 tons amounts to almost
$100,000 in methane-related climate costs per day of unplanned maintenance event.

3.2 Continuous congestion measure

Our initial event studies are helpful in demonstrating that unexpected reductions in pipeline
capacity cause increases in flaring and methane. However, they do not identify the elasticity
of flaring and methane emissions with respect to congestion on interstate transmission, which
we need in order to understand how flaring and methane emissions would have evolved absent
congestion.

Since we lack visibility into intrastate pipeline capacity and utilization—which make up
a large share of transportation out of the Permian—we cannot construct a physical measure
of total pipeline utilization or congestion. Instead, we use the the difference between natural
gas prices at Henry Hub in Louisiana and the Waha hub (marked in Figure 2) in the Permian
Basin. This price differential is a measure of system-wide transportation congestion on gas
transmission that moves gas both within the Permian and away from it. The differential
rises with congestion and scarcity of pipeline capacity (Agerton and Upton 2019; Cremer
and Laffont 2002; Oliver et al. 2014). At times when there are no transportation constraints,
the price of natural gas in the two locations move in tandem. But when prices in Waha fall
significantly relative to Henry Hub, this represents a transportation bottleneck between the
two hubs. Figure 9 plots the Henry–Waha price differential and interstate pipeline utilization
from 2016 to 2021.18 The correlation between the two (0.62) is clear visually.

A simple linear regression of flaring or methane on the Henry–Waha price differential
may not have a causal interpretation for the standard reasons that a regression of quantities
on prices may not. First, there is potential for simultaneity bias as the price differential is
simultaneously determined with production and emissions. Second, we cannot rule out the
possibility of bias from the presence of an omitted variable that influences both a producer’s
decision to flare and the willingness to pay for gas.

In order to address these concerns, we instrument for the price differential using (a) our
maintenance events that reduce interstate pipeline capacity, and (b) unexpected shocks to

18We calculate interstate pipeline utilization using Wood Mackenzie’s methodology. We define utilization
as the sum of scheduled exports divided by the sum of operational capacity at designated chokepoints.
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Figure 8: Event study results for the effect of pipeline maintenance events on flaring, methane
concentrations, and methane emissions at the daily frequency. The flaring regression in Panel
(a) controls for a linear trend, while the methane regressions in Panels (b) to (d) control for a
linear trend and monthly dummies. Panels (b) and (c) are estimated by OLS, and Panels (a)
and (d) are estimated by Poisson regression. Error bars are 90% confidence intervals. µ and
σ represent the mean and standard deviation of the levels of each variable in the estimation
sample. The units for the levels of flaring radiant heat are in watts; the levels of methane
concentration are in parts-per-billion; and the units of methane emissions are in tons.
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Figure 9: Henry–Waha price differential and interstate pipeline capacity utilization (sched-
uled exports divided by chokepoint operational capacity)

out-of-state demand that occur when out-of-state storage inventories are unexpectedly low.
These gas demand shocks in the rest of the US increase demand for transportation out of
the Permian basin because they cannot be satisfied by storage withdrawals in their local
market. Having this separate instrument helps confirm that congestion-induced emissions
do not simply result from the maintenance events themselves (for example, blowdowns at
compressor stations), but induces emissions across the broader natural gas system. The
identifying exclusion restriction for both instruments is that our instruments only affect
flaring and methane emissions via their effects on the price differential, which represents an
implicit price of transmission capacity. We construct our maintenance event instrument Z1t

as the existence of an active maintenance event on a given day—1t in (2). Our event study
supports the exclusion restriction for Z1t as an instrument. Figure 8 contains no evidence
for a statistically significant difference in pre-event trends for flaring or methane. If there
were a set of unobserved variables that correspond with both emissions and the occurrence
of these events, then one would expect to observe differential emissions prior to the event.

Our demand shock instrument Z2t isolates variation in weather that creates unexpected
demand for gas transportation from the Permian during conditions of depleted storage in the
rest of the country. We construct this IV using cumulative unexpected weather shocks over
the preceding year in all lower 48 US states that do not border Texas or New Mexico. We
residualize heating and cooling degree days in the rest of the US with a regression on monthly
dummies, time trends, and a time lag. The residuals are daily unexpected out-of-state
demand shocks. We take the cumulative sum of these residuals over the preceding 365 days
and build a single variable Z2t (see details in Appendix D.1). These cumulative unforecasted
weather shocks capture the unexpected portion of gas storage inventory depletion.
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The mechanism behind this IV is that rights to pipeline capacity are either firm or
interruptible. In response to national gas demand shocks, Permian operators that hold gas
inventories may reroute them to the interstate pipeline system in order to satisfy national
demand. Those with interruptible rights would then lose pipeline space and may be induced
to flare and/or emit methane. Appendix Section C develops a model that describes the
interruptible capacity market under congested conditions as a lottery. In response to national
demand shocks, the value of the interruptible capacity lottery increases. More local firms
try to sell to the national market, but a smaller share of them are able access the pipeline.
Local prices may increase as more firms try to access the national market. However, because
of congestion, local prices increase by less than the national price shock, and the differential
widens. The model predicts that during a constrained time, both national demand shocks
and decreases in pipeline capacity can widen basis differentials and can increase flaring.

The exclusion restriction for this IV is that the previous year’s worth of unforecasted
weather-driven storage depletion in Utah or Tennessee, for example, should not affect flaring
or methane emissions in the Permian basin on a given day except through its effect on
congestion. One concern with this assumption might be that Permian producers respond to
these demand shocks by initiating new production, which can cause upstream flaring and
methane emissions irrespective of midstream congestion. This is unlikely to be driving our
results for several reasons.

First, initiating new production takes time and is done based on expectations about
future demand. We isolate shocks that were unexpected as the residuals of a weather fore-
casting regression, and we use daily variation over which time it is unlikely that new wells
can be brought online in response to unexpected demand shocks on the same day. Second,
we show in Appendix D.2 that, although Z2t is positively correlated with our fracking ac-
tivity variables (daily number of active fracking jobs, daily quantities of fracking water and
proppant) over low levels of Z2t when the pipeline system is less congested, they are uncor-
related or negatively correlated over moderate to high levels of Z2t when the pipeline system
is more congested.19 Similarly, we show that at low levels of congestion, Z2t drives the local
Waha price down but has a small positive effect on the Henry Hub price. In contrast, at
moderate-to-high levels of congestion, it has a null or positive effect on Waha and a larger
positive effect on the Henry Hub price. These stylized facts suggests that there may be
some limited supply increase when pipelines are not congested, but that over the variation
we are interested in—congested conditions—Z2t is predicting increases in congestion but not
increases in supply. In a constrained environment, these positive effects on individual prices

19This is also consistent with our findings at the well-level analysis in Section 4 that gas wells reduce
output in response to congestion but oil leases do not.
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with a widening differential are also consistent with our model’s predictions in Appendix C.
Third, in order to validate the previous point, we report results in Appendix D.2 that con-
trol for the daily fracking activity controls in the second stage of our IV regressions so that
production responses are not in the residual, and we estimate heterogeneous responses under
congested and uncongested conditions. The results of these robustness checks are consistent
with our main results, and a more thorough evaluation of the relevance and validity of this
IV is presented in Appendix D.2.

We estimate the impact of congestion (price differential) on flaring and methane using

Yt = β0 + β1∆pt + X ′
tα + εt (3)

where ∆pt is the price differential, which we instrument using Z1t and Z2t. Table 1 presents
the estimates of β1 with the regional price differential as our measure of congestion using
OLS as well as IV with different combinations of instruments. In Panels A–D, the dependent
variables are log flaring, log methane concentrations, methane emissions, and log methane
emissions. Column (1) shows the OLS results for reference. Column (2) uses only the
maintenance event IV Z1t, and Column (3) uses only the cumulative weather-driven storage
depletion IV Z2t. Column (4) uses both IVs.

For all outcome variables, the OLS estimates in Column (1) are smaller than any of the
IV estimates. This is consistent with flaring and methane emissions being a form of free
disposal of excess natural gas: when the transportation system is constrained, a unit of
methane that is not flared or emitted is sold into the Waha hub, driving down the local price
and driving up the price differential. This reverse causality works in the opposite direction
of the congestion effect we are attempting to estimate, biasing our coefficients downward.
The maintenance event IV Z1t in Column (2) produces the largest coefficients in each panel,
but also the largest standard errors and the smallest Kleibergen-Paap first-stage F-statistics
(KP-F). The KP-F statistic for this IV is only above the “rule of thumb” cutoff of 10 in the
flaring regression, suggesting that this is not a strong instrument. The cumulative weather
IV Z2t in Column (3) is the strongest IV, by contrast, with much larger KP-F statistics.
The models in column (4) are overidentified, permitting a Hansen’s J-test of instrument
exogeneity, which all four models pass. Our results are robust to including daily activity
controls for the number of active fracking jobs and the amount of water and proppant used
in fracking. Overall, the pattern and the magnitudes are consistent with our event study
estimates.

Our methane impacts (Panels B–D) are less precisely estimated than our flaring impacts.
There are two explanations for this. First, our satellite methane data begins later than
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Table 1: Impact of Henry Hub-Waha Price Differential on Flaring and Methane: Time Series

OLS Z1t Z2t Z1t, Z2t

Panel A: Log Flaring
∆pt 0.63∗∗∗ 0.98∗∗∗ 0.77∗∗∗ 0.78∗∗∗

(0.059) (0.23) (0.093) (0.093)
R2 0.25 0.22 0.24 0.24
KP - F Stat 12.7 58.6 50.5
Hansen’s J p-value 0.31
N = 1278
Panel B: Log Methane Concentrations
∆pt 0.00034 0.0076 0.0017 0.0018∗

(0.00038) (0.0083) (0.0011) (0.0011)
R2 0.48 0.28 0.47 0.47
KP - F Stat 1.62 26.7 15.0
Hansen’s J p-value 0.33
N = 715
Panel C: Methane Emissions
∆pt 2.77 87.2 15.4 17.5

(3.96) (94.9) (11.5) (11.4)
R2 0.51 0.28 0.50 0.50
KP - F Stat 1.62 31.5 16.6
Hansen’s J p-value 0.30
N = 715
Panel D: Log Methane Emissions
∆pt 0.074∗∗∗ 0.43 0.23∗∗∗ 0.24∗∗∗

(0.025) (0.51) (0.084) (0.082)
R2 0.42 0.28 0.39 0.39
KP - F Stat 1.83 24.9 14.7
Hansen’s J p-value 0.65
N = 699

Notes: ∆pt is the Henry Hub - Waha price differential. All
regressions include a linear trend and monthly dummies.
Panel A reports results for the log of flaring, Panel B for
the log of methane concentrations, Panel C for methane
emissions, and Panel D for the log of methane emissions.
Column 1 reports OLS estimates. Column 2 uses Z1t, the
presence of a pipeline maintenance event, as an IV for ∆pt.
Column 3 uses Z2t, the cumulative unexpected weather
shocks proxying storage depletion, as an IV. Column 4 uses
both IVs. HAC standard errors in parentheses. ∗∗∗ indi-
cates significance at the 1% level, ∗∗ at the 5% level, ∗ at
the 10% level.
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our flaring time series, so there are fewer observations in the methane regressions. This may
reduce the precision of the methane estimates and statistical significance. Second, there may
be measurement error associated with the TROPOMI instrument, the processing algorithms,
and our inversion, which could all cause lower precision.20

Overall, our time series estimates in Table 1 show that long-range transmission pipeline
congestion leads to statistically significant increases in upstream flaring, and noisy but eco-
nomically important increases in upstream methane emissions in the Permian. Our preferred
estimates in column (4) indicate that a $1 increase in the price differential raises flaring by
78 percent, methane concentrations by 0.18 percent, and methane emissions by 17.5 tons
or 24 percent.21 The average price differential during our sample period (2015–2021) was
$0.433/mcf. Average flaring levels were 97.1 bcf/yr according to our calculations from RRC
data, and methane emissions were 3.94 million tons/yr according to Varon et al. (2023).
Given our coefficient estimates of 0.78 and 0.24 in Panels (A) and (D), this implies that
congestion accounted for 34% of flaring and 10% of methane emissions. Under the 2020 SCC
and SCM, congestion-induced flaring imposed around $524 M/yr in global climate costs, and
congestion-induced methane, around $674M/yr.22

3.3 Grid cell panel estimates

The Permian Basin is not a homogeneous producing region, and there may be highly localized
changes in production activity and land use that affect methane concentrations differently
over space and time. Wetland off-gassing and agricultural activity are important sources of
methane emissions which may have different seasonal behavior or long-run trends in different

20We also note that there are also fewer observations in Panel D than in Panels B or C because there
are days with zero methane emissions calculated in our conversion method from concentration to emissions.
There are also a few days with zero flaring detections by the VIIRS instrument. When we include these zero
observations and estimate a Poisson IV regression using the control function approach of Lin and Wooldridge
(2019), we find similar statistically significant impacts on flaring of 70 percent rather than 78 percent, and
on methane emissions of about 18 percent rather than 24 percent.

21The average price differential over the period for which we have methane data is $1.05 whereas the
standard deviation is $0.83, so these interpretations reflect typical variation during the study period.

22In order to arrive at these social cost figures, we multiply the average price differential ($0.433) by the
estimated increase in flaring (0.78 × 97.1 = 75.8 bcf/yr) or methane emissions (0.24 × 3.94 = 945, 000 metric
tons/yr), and further multiply these by the 2020 social cost of flaring ($15.96/mcf) or methane ($1648/ton)
expressed in 2020 dollars. Our climate cost of flaring assumes 95% combustion efficiency using an associated
gas mix from Howard et al. (2015) (see Appendix Table E.3). We use the 2020 social costs in order to
represent social costs incurred during our sample. Applying updated 2024 social cost figures measured in
2020 dollars ($208/tCO2and $1950/tCH4 , which together raise our social cost of flaring to $17.32/mcf) would
bring these estimates to $568M/yr in global climate costs from congestion-induced flaring, and $798M/yr
from congestion-induced methane. It is also worth noting that these methane social cost estimates rely on
the full, state-of-the-art atmospheric inversion model in Varon et al. (2023), so that errors in our approximate
conversion from methane concentration to emissions should not alter the scale of our estimated social costs.
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parts of the basin. By using aggregate daily averages of basin-wide methane concentrations in
the time series analysis, we are including much of this unwanted variation without controlling
for it. In order to flexibly control for these localized unobserved changes across seasons and
across years, we divide the Permian Basin into the 0.5◦ × 0.5◦ grid cells shown in Figures 2
and 5.23 We index cells by c and use daily average methane concentrations within each
cell (along with derived daily total methane emissions, and daily total flaring within each
cell) in order to estimate a series of models akin to (3) with cell-by-month fixed effects to
control for local cell-level seasonality associated with different non-oil-and-gas land uses, and
cell-by-year fixed effects to control for local cell-level trends in oil and gas or other land uses.
Our estimating equation is

Yct = βDct + αc,year(t) + γc,month(t) + ϵct (4)

where αc,year(t) are cell-by-year fixed effects, γc,month(t) are cell-by-month fixed effects, and
Dct is our measure of congestion (the price differential or maintenance event indicators).

First, we reexamine the impact of the price differentials setting Dct = ∆pt and instru-
menting using Z1t and Z2t as we did for (3). Second, to more clearly identify the transporta-
tion constraint channel, we use information on which of the four interstate pipelines had
an unplanned maintenance event on a given day, and how much of each grid cell’s natural
gas processing capacity feeds each pipeline. As Figure 3b shows, some cells have multiple
processing plants clustered together, whereas other areas have few or none. We have also
matched plants to pipelines. If the majority of a grid cell’s processing capacity is associated
with one pipeline, then unplanned maintenance events on that pipeline may have a larger
effect on flaring and methane emissions in that cell than on another cell in which no proces-
sors are supplying the affected pipeline. Therefore we also estimate models in which Dct is
the weighted average of dummies for unplanned maintenance events on individual pipelines,
where weights are the share of cell c’s processing capacity that typically supplies gas to each
pipeline.24 Define an event impacting cell c at time t as

Dct ≡
∑

j∈pipelines

wcj × 1jt

where wcj is the share of gas processing capacity in cell c served by interstate pipeline j.25

23The top right panel of Figure 5 shows standardized average gricell concentrations over our sample (May
2018–Sept 2021).

24If a processing plant cannot be linked to a specific pipeline, we allocate its share of the cell’s capacity
to a dummy representing the existence of an event on any pipeline. Results are robust to calculating share
weights using only plants linked to a specific pipeline.

25The results are robust to alternative weighting schemes, such as using each pipeline’s share of total
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Table 2 shows results from these panel regressions using ∆pt instrumented with Z1t and
Z2t. Results are generally consistent with the time series results in the previous subsection,
with much higher first-stage KP-F statistics in each regression. Estimated impacts on flaring
are somewhat lower but still of the same order of magnitude and still highly statistically
significant. The estimate may be smaller because we are now estimating the average impact
across both low- and high-flaring cells rather than the total basin-wide impact. By contrast,
the methane estimates are much more clearly statistically significant now that we are more
flexibly controlling for cell-level trends in average concentrations. However, the magnitude of
the effect on methane emissions—18 percent—is fairly similar to the time series estimate of
24 percent in the log regression, and the impact in the levels regression of about 15 tons per
dollar of price differential is very close to our time series estimate, but now highly statistically
significant.

Table 2: Impact of Henry Hub-Waha Price Differential on Flaring and Methane: Grid Cell
Panel

Flaring Log Methane Methane Log Methane
(Poisson) Concentration Emissions Emissions

∆pt 0.19∗∗∗ 0.0088∗∗∗ 15.4∗∗∗ 0.18∗∗∗

(0.067) (0.0012) (1.70) (0.013)
N 37204 39082 39099 36896
N cells 88 88 88 88
KP-F 83829 334.9 20979 17505

Notes: ∆pt is the Henry Hub - Waha price differential. All re-
gressions include cell-by-month and cell-by-year fixed effects.
Column (1) is a panel Poisson IV regression using the control
function approach of Lin and Wooldridge (2019) to account for
many cells with zero flaring, whereas Columns (2) to (4) are
panel IV regressions. All three columns use Z1t, the presence
of a pipeline maintenance event, and Z2t, the cumulative un-
expected weather shocks proxying storage depletion, as IVs.
Standard errors are clustered at the cell level. ∗∗∗ indicates
significance at the 1% level, ∗∗ at the 5% level, ∗ at the 10%
level.

Table 3 shows results from these panel regressions using processing capacity-weighted
pipeline maintenance events. For comparison, Panel A shows results using a dummy variable

transportation capacity or each cell’s share of total Permian processing capacity. While we also find similar
results when weighting ∆pt by local processing capacity shares, we present the simpler unweighted version
for clearer interpretation.

25



for any event whereas Panel B shows the results of weighted events. For each outcome, the
treatment effects roughly double or triple when we weight by grid-cell processing capacity
serving the impacted pipeline. Interestingly, comparing grid cell IV results in Table 2 to grid
cell event results in Panel B of Table 3 shows that the flaring impacts from a processing-
weighted pipeline event are similar in magnitude to a $1 increase in the price differential
(25 percent vs. 19 percent), but the upstream methane impacts from pipeline events are as
much as an order of magnitude smaller than from a $1 price differential change. This could
be because discrete adverse events like unplanned pipeline maintenance are announced and
trigger operators to take actions like lighting flares to mitigate the event whereas weather-
driven variations in price differentials do not have direct operational impacts. Operators may
respond to discrete events by purposefully flaring and thereby reducing accidental methane
emissions whereas the impact of system-wide congestion may occur through multiple channels
including flaring and venting but also leaking that operators are not aware of.

Table 3: Impact of Cell Processing-weighted Pipeline Events on Flaring and Methane: Grid
Cell Panel

Flaring Log Methane Methane Log Methane
(Poisson) Concentration Emissions Emissions

Panel A: Any Event
(wip = 1)
β 0.075∗∗∗ 0.00029∗∗∗ 1.18 0.0072

(0.022) (0.000094) (0.95) (0.0052)
N 57853 57761 57761 54632
N cells 88 88 88 88
Panel B: Processing Capacity-weighted Events
(wip varies by i, p)
β 0.25∗∗∗ 0.00071∗∗∗ 5.23∗∗∗ 0.020∗

(0.074) (0.00016) (1.78) (0.011)
N 47861 28487 28487 27129
N cells 43 43 43 43

Notes: All regressions include cell-by-month and cell-by-year
fixed effects. Column (1) is a fixed effects Poisson regression
to account for many cells with zero flaring, whereas Columns
(2) to (4) are standard panel regressions. Standard errors are
clustered at the cell level. ∗∗∗ indicates significance at the 1%
level, ∗∗ at the 5% level, ∗ at the 10% level.
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4 Well-level analysis

In Section 3, we established that pipeline maintenance events affect pipeline capacity, and
that changes in these have effects on flaring and methane emissions. Now, we focus on
individual wells to study how flaring, production, and average netback prices respond to
transmission line conditions.

Production data are self-reported to the Texas Railroad Commission (production and
flaring) and the Texas Comptroller (value and volume of both liquids and gas sales) at a
monthly level for gas wells and oil leases, which we refer to as “oil wells” in this section. We
match each well in the Permian to the closest processing plant via gathering line distances.
In our regression, we include only wells that are matched to one of the 66 plants that we can
match to an interstate pipeline.26

As in the previous Section 3, we examine pipeline maintenance events that temporarily
reduce capacity. Our estimating equation is

Yikpt = α0 + α11kt + λi + γt + δk,year(t) + ρp,month(t) + εikpt (5)

where i indexes well, k indexes plant, p indexes subplay (Delaware, Central and Midland as
shown in Figure 2), and t indexes month. The LHS variable Yikpt is our outcome of interest.
The variable 1kt ∈ [0, 1] is a continuous variable representing the proportion of month t there
is an event on a pipeline connected to plant k. Here, a value of ⊮kt = 0 would represent no
events on any day in the month, and a value of 1 would represent an event impacting every
day of the month. We include well FE λi, time FE γt, seasonal subplay-month FE ρp,month(t)

and plant-year FE δk,year(t). Identification stems from two assumptions. First, we assume
that pipeline maintenance events are unrelated to individual wells’ short-term characteristics.
Second, we assume that wells connected to processing plants on pipelines not undergoing
maintenance events are representative of the counterfactual outcomes of impacted wells in a
given month t.

4.1 Primary well-level analysis

Estimates of (5) are shown in Table 4 for four outcomes in panels A–D: levels of self-reported
monthly flaring, gas production, oil production and average wellhead prices. Because rev-
enues from gas are less important for oil versus gas-directed wells, we expect behavior might

26There are 208 operational plants in the full sample in our dataset. We connect 123 of them to at least
one well but drop wells that were never observed flaring or producing during our time period. Plants that
are not matched are those likely only connected to an intrastate pipeline.
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Table 4: Primary Results: Impact of Pipeline Events on Well Activity

Both Oil leases Gas wells
(1) (2) (3) (4) (5) (6)

Panel A: Flaring
Event 213.248∗∗ 213.266∗∗ 264.186∗∗∗ 264.189∗∗∗ 21.305 24.773

(85.695) (85.695) (97.180) (97.187) (183.465) (183.321)
Event · V I -956.812 24.178 -2872.672

(1081.285) (234.481) (2870.809)
N 590,133 590,133 409,498 409,498 180,629 180,629
adj. R2 0.314 0.314 0.270 0.270 0.385 0.385

Panel B: Gas Production
Event -1657.366∗∗∗ -1657.167∗∗∗ -581.641 -581.583 -4517.178∗∗∗ -4476.281∗∗∗

(474.790) (474.788) (520.052) (520.063) (981.690) (980.559)
Event · V I -10351.655 418.599 -33878.898

(9372.796) (1443.921) (25213.379)
N 590,133 590,133 409,498 409,498 180,629 180,629
adj. R2 0.782 0.782 0.771 0.771 0.796 0.796

Panel C: Oil Production
Event -177.732 -177.660 -200.558 -200.943 -536.049∗∗∗ -528.402∗∗∗

(197.674) (197.674) (243.996) (244.004) (150.022) (149.796)
Event · V I -3774.829∗∗∗ -2790.968∗∗∗ -6334.394∗

(1303.721) (873.816) (3294.626)
N 590,133 590,133 409,498 409,498 180,629 180,629
adj. R2 0.689 0.689 0.684 0.684 0.736 0.736

Panel D: Log of Average Well Prices
Event -0.038∗∗∗ -0.038∗∗∗ 0.003 0.003 0.428∗∗∗ 0.433∗∗∗

(0.012) (0.012) (0.012) (0.012) (0.046) (0.046)
Event · V I -0.697∗ 0.246 -4.521∗∗

(0.419) (0.230) (2.235)
N 211,944 211,944 143,612 143,612 68,327 68,327
adj. R2 0.835 0.8350 0.845 0.845 0.831 0.831

Well FE Y Y Y Y Y Y
Time FE Y Y Y Y Y Y
Plant-Year FE Y Y Y Y Y Y
Play-Month FE Y Y Y Y Y Y
N plants 66 64 55 66 64 55
N plant-groups 51 49 44 51 49 44
Notes: This table reports estimates the impact of a maintenance event for the interstate transmission line linked to the
well via it’s closest natural gas plant on reported well-level production, flaring, and average gas sale price using our baseline
equation. Columns (1) and (2) consider all wells, columns (3) and (4) consider oil leases, and columns (5) and (6) consider
gas wells. Columns (2), (4), and (6) expand our baseline equation to include the differential impact of vertical integration.
We use one-way well-year-level clustered standard errors. ∗∗∗ indicates significance at the 1% level, ∗∗ at the 5% level, and
∗ at the 10% level.
Sample: Well-month level data from the TRCC beginning in December 2015 and ending in 2021. We only include 10,262
oil leases and 4,398 gas wells connected to a gas plant via gathering lines. Panel D restricts this sample to those wells with
prices greater than the plant median in the previous month and whose average prices were between the bottom 1 and top 1
percentile. This corresponds to 6,670 oil wells and 3,222 gas wells.
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differ between the two types. Given this, we separately estimate (5) for the three groups—an
overall effect for All wells, an effect for Oil wells (leases), and an effect for Gas wells.

In general, coefficients in Table 4 have the expected signs and magnitudes. Column
(1) of Panel A shows that following an increase in pipeline maintenance events, there is
a statistically significant increase in average flaring across all connected wells. However,
comparing columns (3) and (5) shows that the flaring response from oil wells is driving this
increase, and there is no statistically or economically significant flaring response from gas
wells.

We next examine the production responses from maintenance events. Panels B and C
of Table 4 show that production from gas wells—be it gas or oil production—is much more
responsive to maintenance events relative to oil wells. Unlike gas wells, oil wells do not
exhibit statistically significant changes in production in response to a pipeline maintenance
event. This is consistent with the idea that the value of associated gas is not the primary
driver of production decisions for oil wells, particularly given that firms can flare gas when
there are midstream constraints. In contrast, a much higher share of revenue at gas-directed
wells comes from selling gas. These should be much more responsive to reductions in the
available takeaway capacity. We interpret the observed responses to a decreases in pipeline
capacity in the following way. Holding unused processing capacity is expensive for plant
and well operators. Plant owners are likely to try to operate plants near their individual
processing capacity, so maintenance events that limit the ability of processors to send gas
on transmission should immediately reduce gas volumes. Similarly, operators are likely
to complete wells to fit currently available capacity, rather than maintaining a stock of
completed but non-producing wells that exceed the capacity of nearby processing.

Overall, these results help to reconcile the heterogeneous flaring responses observed in
Panel A. Oil wells are more likely to continue producing oil and simply flare more gas when
the system is constrained. In contrast, gas wells are more likely to reduce production so
that they do not have to flare it, as gas production represents a larger share of these wells’
revenues. We conjecture that gas wells may secure a higher proportion of firm transportation
capacity rights on interstate pipelines, while oil wells would be more likely to use interruptible
transportation capacity. We also note that the secondary capacity market is bilateral (Mohlin
2021) and may be subject to search frictions. Thus, when pipeline capacity is scarce, gas
wells with firm transportation are more likely to be able to keep producing and capturing gas,
but oil wells with only interruptible capacity rights may need to flare to continue producing.

Finally, we examine the responses of the log of average wellhead prices to changes in
capacity (Panel D of Table 4). We calculate the average wellhead price as the value of
the product sold divided by the volume, which is effectively a volume-weighted average of
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daily wellhead prices. The challenge in examining these prices is that they are average, not
marginal prices, and influenced by selection. When constraints arise, wells with unfavorable
contracts and low prices will be less likely to appear in the price data. When they drop out,
this is a form of extensive-margin selection that will bias our coefficient upward. Since the
prices are volume-weighted averages, when wells that continue producing during a congestion
period lower their quantity of gas sold, this congested price gets under-weighted, which is
selection on an intensive margin. We attempt to correct for the extensive-margin selection
bias by keeping only observations where prices in the previous period were above the median
price for wells selling to the corresponding plant. We reason that contracts with processors
are long-term agreements, so wells prices below the median in time t − 1 will be most likely
to experience low prices in t and will be more likely to drop out in response to transmission
constraints. Our price data also include outliers—negative prices and prices in the many
thousands of dollars, so we trim the top and bottom 1 percent, and any prices where reported
volumes were negative.

Panel D of Table 4 shows that the log prices at oil wells do not respond to maintenance
events, but log prices do rise at gas wells, potentially because of selection on the intensive
margin (recall that Panel B, column (5) shows that these wells produce less during a con-
gested month). When pooled, the effect is a small but statistically significant decrease in
the log of average prices. We offer two explanations for this unintuitive finding. First, there
is likely a disequilibrium when capacity is constrained where wellhead prices don’t properly
adjust to clear the market. Prices with processing plants are set through long-term con-
tracts, and wells may hold differing types of capacity on the pipeline (firm vs interruptible).
There are likely frictions that prevent efficient reallocation of capacity for short periods.
Second, this may simply be a manifestation of Simpson’s paradox where splitting the sample
by lease type leads to imprecision in the estimation of the effect of these rare maintenance
events separate from time effects (Simpson 1951). Regardless of the explanation, this analy-
sis demonstrates that netback prices do decline overall during capacity constraints. We note
that without limiting the sample to observations with above-median prices in the previous
month, the effect is zero.

In our second well-level analysis, we test for whether vertically-integrated wells that
share an operator with the plant respond differently to maintenance events compared to dis-
integrated pairs of wells and plants. To do this, we re-estimate (5) and add an interaction
between the event variable 1kt and a well-plant indicator for whether the well and plant
share a common operator.27 Because we lack any (quasi)-exogenous variation in whether

27The sets of vertically integrated operators we can identify are from Anadarko, Conoco Phillips, Devon,
Occidental, West Texas Gas, Chevron, and XTO.
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wells and plants are vertically integrated, we cannot interpret these results in a causal sense.
However, they do provide descriptive evidence for how market structure is correlated with
firms’ choices.

Results in columns (2), (4), and (6) of Table 4 show the differential responses by vertically
integrated wells to maintenance events. Starting with Panel A, the results in columns (2),
(4), and (6) indicate there is no statistically significant difference in the flaring responses of
vertically integrated wells to maintenance events. However, the estimated differential effect
is modestly negative for vertically integrated gas wells. This suggests that coordination
in production and processing for vertically integrated wells does not have an economically
meaningful impact on flaring when effective processing capacity declines, but this result is
not conclusive for gas wells (p-value 0.31). In support of these findings, Panel B of Table 4
shows that the contemporaneous production response from vertically integrated wells—be it
gas or oil—is statistically indistinguishable to the response to maintenance events by non-
vertically integrated wells. In contrast, the panel D results in columns (2), (4), and (6) for
changes in oil production following these maintenance events are statistically significant and
of the expected sign. Overall, these results demonstrate that when a well and natural gas
processing facility share the same operator there may be some coordination in terms of short
term well-level production as a response to processing conditions, potentially due to contracts
that give them priority with pipeline takeaway capacity, but this doesn’t correspond with a
statistically significant change in the level of flaring when capacity is constrained.

Panel D of Table 4 investigates whether the log of average netback price response to
processing shocks is different for vertically integrated wells versus their non-integrated coun-
terparts. Interestingly, we find that for the subset of vertically integrated wells there is a
statistically significant decrease in the log of average netback price from maintenance events,
particularly at gas wells. This suggests that vertically integrated wells may undertake con-
tracts that substantially differ from other wells.

The primary takeaway from these well level analyses is that there is some heterogeneity
in the well-level flaring response to changes in transmission capacity, and this has a few
implications for policy. First, the results indicating that oil wells do not alter production in
response to changes in transmission demonstrate the importance of having excess capacity
available in oil-directed areas. Second, the suggestive price analysis and vertically integrated
well analysis provide modest support for the potential inter-mediating role played by market
structure in determining the effectiveness of gas processing infrastructure for reducing total
flaring.
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5 Conclusion

In this paper, we estimate the quantity of upstream flaring and methane emissions caused
by congestion in midstream transmission infrastructure. We find that congestion has caused
around 34 percent of upstream flaring and 10 percent of methane emissions. Over our sample
period 2015–21, this led to annual climate costs of around $1.2 billion. At the well-level, we
find that oil wells—which produce more than half of the gas in the Texas Permian—choose
to flare rather than scale back production when faced with transmission constraints. In
contrast, gas wells reduce production to avoid flaring, reflecting their different incentives:
gas wells’ revenues depend primarily on gas sales, while oil wells treat gas as a byproduct
of oil production. Finally, we find suggestive evidence that vertically integrated producers
exhibit a production response to transmission shocks, consistent with anecdotal evidence on
the role of firm characteristics in flaring (Kilian 2020).

Our results contribute to the understanding of the systemic causes of flaring, how flaring
coincides with methane emissions, and how market structure may play a role. This analysis
is particularly relevant to current policy discussions in several ways. First, EPA has justified
recent flaring restrictions on the basis of methane emitted from incomplete combustion (U.S.
EPA 2024b). However, our estimates indicate that the climate costs for methane emissions
and flaring emissions from midstream congestion are roughly comparable. This implies that
the new federal price for methane emissions (the “Waste Emissions Charge” (WEC) under-
prices flaring relative to the optimal level because it ignores the CO2 component (Appendix
Table E.3). Second, new EPA prohibitions on flaring exempt flaring associated midstream
congestion (U.S. EPA 2024b), even though our results indicate this likely excludes between
34% to 90% of flaring in the largest U.S. shale play studied, the Permian Basin. Given this
under-regulation of flaring, alternative policies such as promotion of additional investment
in midstream infrastructure could help reduce both flaring and methane emissions, though
overbuilding of infrastructure also has economic costs.

Third, although our analysis focuses on the short run, our finding that oil production is
not responsive to midstream capacity raises the possibility that they might not respond in
the long run, either. This contrasts with the “fundamental law of road congestion,” which
suggests that demand for transportation is perfectly elastic, so that increases in transporta-
tion capacity do not reduce congestion in the long run (Duranton and Turner 2011). If
oil production is inelastic with respect to midstream gas capacity, promoting more capacity
could lower climate costs from oil production. Alternatively, this result indicates that leasing
minerals and generally promoting oil leases in areas with more available midstream infras-
tructure may lead to lower climate costs from oil production. Additional results from our
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well-level analysis indicate that market structure also matters for understanding the effective-
ness of additional midstream infrastructure. Given that we focus specifically on short-run,
however, further study is needed to understand the long-term relationships between supply
of midstream capacity, oil production, and emissions.

Outside of providing several policy insights, our study differs in important ways from the
emerging literature on transportation infrastructure and environmental impacts from energy
production. Specifically, for electricity markets, transportation constraints can shift the
location, quantity, and external costs of emissions (Fell et al. 2021). In oil and gas producing
regions, by contrast, we find that gas is inelastically produced as a by-product of oil as a result
of past decisions to complete a well. When transportation capacity becomes constrained, we
show that oil producers change from viewing the gas as a valuable commodity to disposing
of it as a by-product through flaring or venting and creating an environmental externality.
Flaring and methane emissions from associated gas are examples of the challenges involved
in optimizing a transportation network for multiple scales, environmental externalities, and
joint production of resources. This type of problem is likely to be important in many contexts
associated with the energy transition. Biogas from waste streams (Hengeveld et al. 2016;
Hoo et al. 2018; Shen et al. 2015), lithium production from brine at geothermal energy sites
(Finster et al. 2015; Schenker et al. 2024), and cobalt from copper and gold mines (Jordan
2018; Jordan 2017) are all examples where externalities may be determined by how supply
chains are scaled to accommodate joint production.

A related literature examines how transportation constraints create local market power
for sellers within network nodes, with sellers sometimes manipulating these constraints to
generate rents (Borenstein et al. 2000; Hausman 2024; Woerman 2019). Although our set-
ting differs, we similarly document significant social costs from transmission constraints
and evidence that market structure matters. Our results may be explained by vertically
integrated oligopolistic midstream firms constraining processing capacity to generate rents
(Salop and Scheffman 1983). Alternatively, our findings could be attributable congestion
shocks entailing coordination costs more easily handled within vertically integrated firms.
We caution that our market structure results are conditional correlations and identifying
what drives the differential responses to congestion—through market power, contracts, or
physical constraints—is a topic for future research.

Several directions for future research emerge from our analysis. First, understanding how
contract structure and capacity prioritization in the gathering system influence our results
could be valuable. Second, while we have quantified the contribution of limited transmission
capacity to flaring, examining the effects of gathering and processing capacity on local flaring
levels could also be important. Third, spatial measures of midstream competition deserve at-
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tention, such as how competition in gas processing affects flaring by wells. Finally, repeating
our analysis with more detailed methane emissions data would be valuable—computational
limitations prevented us from conducting more detailed inversions that map methane con-
centrations to emissions at a fine grid scale. Future work could better identify methane
emissions from wells, processing facilities, and transmission infrastructure, providing deeper
insight into emissions across the natural gas supply chain.
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Figure A.1: Diagram of midstream segment

A Online Appendix: Industry Overview
Agerton et al. (2023) provide a recent review of the literature on upstream flaring and
methane emission, as well as an overview of the relevant segments of oil and gas value chain.
Here, we provide a brief overview of relevant segments for this particular research.

Once produced, oil and gas must be transported from the well to market via the mid-
stream segment. While oil can be transported by many modes within the U.S.—truck, rail,
ship, or pipeline—in general, it is only economic to transport natural gas via pipeline.28

Figure A.1 is a diagram of the midstream. As the diagram shows, the midstream seg-
ment is actually a suite of services and infrastructure. Once gas is extracted at the well, it
is transported through a network of smaller gathering pipelines. Associated gas (gas pro-
duced alongside oil) generally contains more valuable, heavier hydrocarbons (ethane, butane,
propane, etc) and other impurities alongside methane. Gas processing strips out these com-
ponents: the waste is disposed, and high-value products are separated out for sale at higher
prices. After being processed to pipeline specification, natural gas is moved to market via
long-haul transmission pipelines.

Midstream services are rarely provided within the same upstream producing firm. In-
stead, midstream assets are typically owned and operated by midstream firms. Gathering
and processing services in particular are usually procured through private, bilateral agree-
ments, while transmission has a different market structure. For gathering, upstream firms
generally sign a private, bilateral, long-term acreage dedication agreement. Under an acreage,
dedication, a gathering company is designated as the exclusive gatherer for a certain area.
It builds and operates the gathering system. The producer pays a volumetric charge for
moving the gas via the system. Natural gas processing can be owned by the same company
that owns the gathering, or by a different company.29

28It is also possible to super-cool natural gas until it becomes liquid at around −260◦F (−162◦C), and
then transport it via truck or ship. Such gas is referred to as “liquefied natural gas” or “LNG.” Liquefaction,
however, is generally both capital and energy-intensive. While small-scale LNG liquefaction plants exist,
liquefaction is most economical at scale. Thus, LNG is generally associated with transporting gas in large,
seaborne cargoes when pipelines are impractical.

29There are three typical pricing structures for gas processing. A fee basis involves a set price per unit of
gas. Percent of proceeds allows processors to keep part of the revenues from sale of both the lower-valued
natural gas (methane) and its higher-valued NGL components. Keep whole pricing allows the processor to
extract and sell high-value NGLs and return an equivalent volume of lower-value methane to the producers
(Followill et al. 2008; Kafka and Strawn 2017). Commodity prices for NGLs and natural gas (methane) have
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Rights to interstate transmission capacity can be purchased during the initial “open
season” when the pipeline is constructed, or later on a secondary market. Prices are public,
and they are determined under a few different frameworks established by FERC (American
Gas Association 2007). FERC pricing regulations limit the ability of interstate transmission
to charge rents as a natural monopoly. Transmission capacity comes in two main tiers:
more expensive firm capacity—a guaranteed right to ship a particular volume except under
exceptional circumstances or force majeure—or less expensive interruptible capacity—which
can be denied if the pipeline is full. Different upstream producers can hold different amounts
of firm versus interruptible capacity rights on the pipeline relative to their production. This
means that different producers can be affected differently by congestion that limits the
amount of capacity available to holders of interruptible capacity rights. Capacity rights
are traded bilaterally in a secondary market (Mohlin 2021). We conjecture that gas wells
are more likely to hold firm transportation rights on transmission lines because most of the
profits from these wells are dependent on the ability to get gas to market, and oil wells are
more likely to hold interruptible capacity rights.

B Online Appendix: Data Construction

B.1 Matching wells to processing plants
To match wells to pipelines, we first transformed the gathering pipeline shapefiles into a net-
work and measured the distance along the gathering network from each well to all processing
plants. Then, we matched each well to the plant that is closest in terms of distance along
the gathering network. Matching processing plants to interstate pipelines was the second
step. We purchased two separate datasets on processing plants from Wood Mackenzie. The
first includes the physical locations, capacities, and expansions of 208 operational processing
plants in the Permian. The second includes a subset of 50 plants, which are aggregated into
27 groups that are linked to nomination points on the four interstate pipelines. Grouped
plants share a common operator and are generally located near one another. We group
the remaining 158 plants into 115 groups based on name and physical proximity. Then we
match these to interstate nomination points using a combination of plant and nomination
point names (and historical names), operator and owner information in both datasets, phys-
ical proximity, and nomination point classifications by the pipeline. In total, we are able
to match 53 of these plant-groups representing 73 plants to nomination points on our four
interstate pipelines. Some of our matched plants are likely to be connected to both inter-and
intrastate pipelines, but congestion on interstate pipelines will still affect them. Figure 3b
shows the operational processing facilities in our dataset in addition to the set of transmis-
sion pipelines in Texas (inter and intrastate). We differentiate plants by how the plants were
matched to interstate pipelines.

diverged at times, meaning that different upstream producers—even if they have the same bargaining power
with the processing plant—have paid very different prices for gas processing.
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B.2 Construction of methane emissions
Most methane inversion models in the atmospheric science literature reduce to a linear re-
lationship between observed concentration and unobserved emissions based on the following
approach.30 First, define some “background” level of ambient concentration that is assumed
to be driven by natural processes. In the scientific literature this may be done through state-
space modeling, secondary data, or averages of subsamples. We take the mean concentration
in the Permian over the first four months of our sample as the background rate, under the
assumption that most increases over the next several years are likely driven by increased oil
and gas activity, which is the dominant change in land use in the Permian basin over this
period. Next, the literature defines a methane “enhancement” as non-negative differences
between detected and background concentration. Emissions are then calculated as a linear
function of the enhancement, under the logic that elevated concentrations above the natural
background must be due to emissions. In the scientific literature, the parameters of the linear
relationship are determined by computational atmospheric chemistry and transport model-
ing. In our rough approximation, we rely on the linearity of the emissions-to-enhancement
relationship to simply scale our calculated enhancement to roughly match levels of emissions
reported in the scientific literature over the sample period.

C Online Appendix: Theoretical model
Overview We write and solve a model of demand for pipeline capacity, which is split
between firm and interruptible capacity rights. Firms are endowed with capacity rights, but
can freely trade them. The main idea is that when capacity is constrained, interruptible
transportation functions as a lottery, where winners can avoid the cost of purchasing firm
capacity but still sell at the higher national price. Some losers of the lottery can still sell at
the lower, local price, but some cannot and must flare. In equilibrium, the value of entering
the lottery, purchasing firm capacity, or selling locally must be the same. The possibility
of the lottery and the fact that some firms flare introduces a source of inefficiency to the
model. Unlike a standard framework without frictions (Cremer and Laffont 2002), the lottery
means that prices in the local market respond positively to national demand shocks when
the pipeline is constrained. In a more standard framework, the basis differential (shadow
value of pipeline capacity) absorbs the entirety of the national demand shock. In our model,
flaring can increase when national demand increases because higher national prices make the
lottery more valuable. Our model is also able to replicate the empirical fact that exogenous
drops in pipeline capacity increase flaring and decrease local prices.

Model details The model is static. There is a pipeline with capacity K that connects
the producing region to the national market N . Demand in the national market is perfectly
elastic, and the national price is pN . There is also a local market M with elastic demand

30See, for example, Barkley et al. (2022), Cusworth et al. (2022), Sheng et al. (2018), and Varon et al.
(2023). Many of these models also implement a linear Bayesian filter in which a prior emissions estimate is
taken from a secondary data source such as an inventory estimate, in-situ monitor, or flyover. The prior is
then updated to a posterior emissions estimate using TROPOMI concentration data. In these cases, however,
the underlying relationship is still linear.
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and inverse demand D(pM) = qM . Producers are each endowed with one unit of natural gas.
There is a mass α of type F producers endowed with firm transport (FT) on the pipeline.
FT guarantees they can sell gas directly to N at pN as long as K exceeds production by
type F firms, qF . There is also a mass β of type I producers with interruptible capacity.
Production costs are distributed identically between groups with distribution θ ∼ G(·).

We assume that not all pipeline capacity is sold as FT, e.g., α < K, and that the
remainder is sold as interruptible transportation (IT) capacity. We also assume that gas
supply can exceed pipeline capacity so that K < α + β. FT may be traded freely at price λ
in a secondary market. In the analysis below, we focus on the case when pipeline capacity is
constrained because in a world where pipeline capacity is unconstrained, pN = pM , and no
congestion-driven flaring occurs.

Our assumption that pipeline capacity exceeds FT rights (α < K) is an abstraction. In
reality, pipelines may sell their entire capacity as FT (Oliver et al. 2014). However, federal
regulations also require pipelines to also offer interruptible transportation (IT) service, which
can take advantage of unused FT capacity rights (18 CFR 284.9). Even during congested
times, it is reasonable to think that not all FT rights are used. FT capacity is transacted in
bilaterial exchanges (Mohlin 2021), which raises the likelihood of search frictions preventing
some sales. Some firms with FT—say, local distribution companies, may also fail to use all
of their FT capacity if demand is less than their FT rights. In another, more complicated
version of this model, we assumed all pipeline capacity is sold as FT, but could only be
traded via bilateral exchange in a decentralized market characterized by search frictions. In
that verison of the model, not all FT is utilized so that an IT lottery is still present.

Figure C.1 shows a decision tree for the model, with final payoffs in shaded gray boxes.
The profit-maximization problem for a type-F firm in a constrained environment is

V F (θ) = max

pN − θ︸ ︷︷ ︸
Use FT

, pM − θ︸ ︷︷ ︸
Sell local

, 0︸︷︷︸
exit

, λ︸︷︷︸
Sell FT

 .

In a constrained world none of the F firms exit, and all α units of FT are used. Some type-F
firms produce at cost θ and sell in the national market at price pN . Type θF = pN − λ is
the highest-cost type do so. Thus, qF N = αG(pN − λ) ship to national market N , and
qF I = α[1 − G(pN − λ)] sell FT to I. Since pN > pM , no F firms ever sell locally.

Type I firms with only interruptible capacity have four options. Some (qIM) can choose
to sell directly to local market M . Some (qIF ) can choose to purchase FT from F . Some
can exit qI0, and some (qII) can try entering the interruptible lottery I to ship to N . If they
try to use interruptible capacity I, with probability η, qIIN = qIIη are able to get on the
pipeline and sell at pN . With probability (1 − η)γ, qIIM = qII(1 − η)γ can sell into M at
price pM , but with probability (1 − η)(1 − γ), qIIf = qII(1 − η)(1 − γ) are unable to and
must flare with payoff cf ∈ R. The problem for type-I firms is

V I(θ) = max


interruptible lottery︷ ︸︸ ︷

ηpN︸︷︷︸
on pipe

+ (1 − η)(1 − γ)cf︸ ︷︷ ︸
flare

+ (1 − η)γpM︸ ︷︷ ︸
local sale

−θ,

local directly︷ ︸︸ ︷
pM − θ ,

exit︷︸︸︷
0 ,

buy FT︷ ︸︸ ︷
pN − λ
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Figure C.1: Decision tree with final payoffs. Shaded boxes display final payoffs. Chance
nodes are circles, with probabilities given along edges. Decision nodes are rectangles
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Equilibrium requires indifference for types I, so that

pM = pN − λ (6)
pM = ηpN + (1 − η)(1 − γ)cf + (1 − η)γpM . (7)

Because types F and I can trade frictionlessly, marginal cost of production is the same across
groups: θF = θI = pM . This feature of the equilibrium is shared with the social planner’s
solution. However, the equilibrium departs from efficiency because too many I firms compete
in the interruptible lottery, are unable to get space on the pipeline, and must flare (waste)
their gas.

The supply from type-I firms is split between firms that attempt the interruptible lottery
I, those that sell directly to the local market M , and those that purchase FT from F :

qI = qII + qIM + qIF

We know that total supply is qI = βG(pM) because θI = pM is the threshold for exiting. In a
constrained world, all of the α FT permits are used first, so the number of firms who attempt
the interruptible lottery and make it to N are qIIN = K −α. Thus, qII = (K −α)/η. Finally,
we know that the local market demand is met by the firms that enter the interruptible lottery
but go to M and those that directly go to M : qM = qIIM + qIM , which implies that qIM =
qM − qIIM . Market clearing requires that qM = D−1

M (pM), and qIIM = (1 − η)γ(K − α)/η.
We then put these equations together and use the indifference condition (6) to obtain:

βG(pM) = K − α

η
+ D−1

M (pM) − K − α

η
(1 − η)γ + α[1 − G(pM)]

Rearrange this equation, and (7) to obtain a vector valued equation f(y) where y = [pM , η]
and x contains exogenous parameters that characterizes the equilibrium:

f(y, x) =
[

ηpN + (1 − η)(1 − γ)cf − [1 − (1 − η)γ]pM
K−α

η
+ D−1

M (pM) − K−α
η

(1 − η)γ + α[1 − G(pM)] − βG(pM)

]
:= 0. (8)

We are particularly interested in how y is affected by the national price, pipeline capacity,
and the payoff to flaring: x = [pN , K, cf ]. We approach this using the implicit function
theorem, which implies that dy/dx = −J−1

y Jx where Jz is the Jacobian of f with respect to
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z. Note that J−1
y = 1

det(Jy)adj(Jy) where adj(A) is the adjugate of matrix A.

Jy =
[

−[1 − γ (1 − η)] pN − cf (1 − γ) − pMγ
(D−1)′ − G′(α + β) −(K − α)(1 − γ)η−2

]

adj(Jy) =
[
−(K − α)(1 − γ)η−2

s −[(pN − cf )(1 − γ) + (pN − pM)γ]
(α + β)G′ − (D−1)′ −[1 − γ (1 − η)]

]
det(Jy) = (K − α)(1 − γ) [1 − γ (1 − η)] η−2

+ [(pN − cf ) (1 − γ) + (pN − pM)γ] [(α + β)G′ − D′]

Jx =
[
η 0 (1 − γ) (1 − η)
0 [1 − γ(1 − η)]η−1 0

]

The determinant det(Jy) is positive. It is straightforward to sign adj(Jy) (since demand is
downward-sloping ((D−1)′ < 0), and therefore also J−1

y . Jx is also easy to sign:

det(Jy) : + J−1
y :

[
− −
+ −

]
Jx :

[
+ 0 +
0 + 0

]
.

This implies that we can sign how changes in xj affect equilibrium value yi:

dy

dx
=

( dpN dK dcf

dpM + + +
dη − + −

)

A key object for us is the quantity of flaring, and how it responds to exogenous shocks:

qIIfl = K − α

η
(1 − η)(1 − γ).

When the probability of getting on the pipeline rises, flaring goes down:

∂qIIfl

∂η
= −(K − α)(1 − γ)η−2 < 0,

so factors that raise η reduce flaring. This, in turn, implies that in a constrained environment,
flaring increases with national demand shocks:

dqIIfl

dpN

= ∂qIIfl

∂∂η︸ ︷︷ ︸
(−)

dη

dpN︸ ︷︷ ︸
(−)

> 0.

The intuition for this is that when pN rises, the value of entering the lottery rises, too. As
more firms enter the lottery instead of selling locally, more firms lose and are forced to flare
instead of selling locally.
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The effect of pipeline capacity on flaring in a constrained world, dqIIfl/dK is ambiguous:

dqIIfl

dK
= ∂qIIfl

∂K
+ ∂qIIfl

∂η

dη

dK
= η−1

(1 − η)(1 − γ) − (K − α)η−1 dη

dK︸︷︷︸
(+)


The derivative shows that there are two competing forces. The direct effect—∂qIIfl/∂K—is
positive since an increase in interruptible capacity on the pipeline K −α mechanically means
more prodcers attempt to ship via interruptible capacity but are unable to do so and must
flare. However, as capacity increases, the probability of being able to get on the pipeline η
increases (dη/dK > 0), and this indirectly lowers the amount flared. When there is little
interruptible capacity (K − α is smaller), the direct effect dominates, and dqIIfl/dK > 0,
but when a larger share of capacity is interruptible (K − α is bigger), the indirect effect via
dη/dK dominates. Having a high probability of being able to sell locally γ also decreases
the direct effect and increases the likelihood that additional capacity will reduce flaring.

Since cf enters the payoff with a positive sign, a tax on flaring decreases cf . Because
dpM/dcf > 0, a tax on flaring would lower pM as the interruptible lottery became less
attractive. Because dη/dcf < 0, a tax on flaring would increase the probability of “winning”
the interruptible lottery and being able to get gas to the national market.

Comparative statics are also important for the price differential λ = pN − pM . We
can show that the price differential decreases with pipeline capacity K, and that the price
differential does not absorb the entirety of a national demand shock, e.g., dλ/dpN < 1.

dλ

dK
= dpN

dK︸ ︷︷ ︸
0

− dpM

dK︸ ︷︷ ︸
(+)

< 0 dλ

dpN

= dpN

dpN︸ ︷︷ ︸
1

− dpM

dpN︸ ︷︷ ︸
(+)

< 1.

D Online Appendix: IV Construction and Robustness

D.1 Construction of demand shock IV
The intuition behind our demand shock instrument Z2t is that weather shocks in the rest of
the US should increase demand for gas from the Permian most when (a) they are unexpected,
and (b) storage in the rest of the US is depleted. We therefore seek to isolate variation in
weather that creates unexpected gas demand from the Permian during conditions of depleted
storage in the rest of the country. The idea for using weather-driven shocks to storage
depletion as an IV for commodity supply and demand models has been articulated and
applied in, for example, Roberts and Schlenker (2013) and Hausman and Kellogg (2015),
among others. We construct Z2t from cumulative unexpected national weather shocks over
the past year using state-level degree days from NOAA. Both high temperatures (or cooling
degree days, CDDs) and low temperatures (or heating degree days, HDDs) increase demand
for gas by raising electricity demand and demand for thermal heating. When these weather
shocks are expected or transitory, local demand centers may not need to buy additional gas
from producing regions like the Permian basin. When the sum of unexpected weather shocks
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over the past year is high, storage inventories are likely to be low, and subsequent weather
shocks will necessitate pulling gas from producing regions rather than from local storage
facilities. In addition, these cumulative weather shocks may only affect gas demand from the
Permian if they are “large enough” to have depleted storage. This may occur, for example,
if the previous year has had many unexpected shocks to both heating and cooling demand,
and/or if the cumulative shocks reach a certain threshold so that local gas supply or storage
inventories near demand centers is scarce.

With these ideas in mind, in order to construct Z2t we first separately sum CDDs and
HDDs from continental US states that do not border Texas.31 Denote these “rest of the U.S.”
sums as cddt and hddt. Then, we separately regress cddt and hddt on monthly dummies, a
time trend, plus the lagged dependent variable (an AR(1) term):

cddt = ϕ + ρ · cddt−1 + β · t + αm + ϵcdd,t

with a similar regression for hddt. The residuals from each regression ϵcdd,t and ϵhdd,t are
unexpected, weather-driven natural gas demand shocks. These demand shocks alone may
not affect the demand for transportation out of the Permian basin if storage inventories in the
rest of the U.S. are high. Therefore, we next take a running sum of our unexpected weather
shocks ϵcdd,t and ϵhdd,t over the previous 365 days, which we will denote δcdd,t = ∑365

s=1 ϵcdd,t−s

and δhdd,t = ∑365
s=1 ϵhdd,t−s. These cumulative sums of unexpected weather shocks over the

last year can be thought of as exogenous shocks to gas storage inventories. For a storable
commodity, unexpected inventory changes are the relevant shock for a constrained delivery
system. Further, cold weather streaks (cumulative HDD shocks) must be large enough to
deplete storage, and will matter more for a constrained system when there have also been hot
weather streaks (cumulative CDD shocks) in the same period, particularly when the heating
demand shocks are large, because both types of shocks deplete storage and affect demand
for gas from producing basins. Consistent with this, we observe empirically that below a
certain level the cumulative HDD shock is unrelated to the price differential (as shown in
Appendix Figure D.1), likely because in this range there is surplus gas available in storage
around the country to handle short-term demand shocks without increasing demand from
the Permian. In constructing our instrument, we shift our heating demand shocks δhdd,t to
adjust for this. To capture all of these ideas, we construct our weather instrument as

Z2t = max{0, δcdd,t + δhdd,t} + max{0, δcdd,t} · max{0, δhdd,t + 25}.

D.2 Relevance and validity of demand shock IV
Appendix Figure D.2 demonstrates instrument relevance for Z2t through the clearly strong
relationship between this cumulative weather-driven storage inventory shock IV versus the
endogenous Henry Hub/Waha price differential. The IV explains more than half of the
variation in the price differential.

The relevance of Z2,t for congestion is also illustrated in Figure D.3. Panel (a) shows that
the positive relationship between interstate pipeline capacity utilization and Z2,t explains

31We exclude CO, KS, LA, NM, OK, and TX.
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Figure D.1: Running 365-day sum of unexpected heating degree day shocks (δhdd,t) vs. Henry
Hub - Waha price differential
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Figure D.3: Instrument Z2t vs. Interstate Pipeline Capacity Utilization and Hub Prices.
Fitted lines are second-order fractional polynomials.

about half of the variation in utilization. Although this ignores intrastate capacity, it cor-
roborates the argument that Z2,t affects congestion. Panel (b) of Figure D.3 shows that the
Henry Hub price (in red) is moderately increasing throughout the range of Z2,t, as would
be expected with rest-of-US demand shocks. The Waha price (in blue) on the other hand is
declining over low levels of Z2,t, i.e., when congestion is low, but then is flat or increasing over
moderate to high levels of Z2,t when congestion is higher. This is consistent with some new
supply being offered to the market at low levels of congestion, either from new production
or from holders of inventories in the Permian, but it is also consistent with our finding that
gas-directed wells in the Permian reduce supply when congestion increases. We will also
show this in the relationship between Z2,t and our daily fracking activity controls.

The biggest threat to the exclusion restriction on Z2,t is that national demand shocks
could induce flaring and methane emissions from new production from new wells. Figure D.4
helps alleviate this concern by showing the relationship between Z2,t and three daily fracking
activity measures: total number of fracking jobs in Panel (a), fracking water used in Panel
(b), and proppant used in fracking in Panel (c). In all three cases, these activity measures
rise over low levels of Z2,t, i.e., when congestion is low, but they are flat or declining at
moderate to higher levels, i.e., when congestion is occurring. This suggests that the exclusion
restriction is likely to hold under conditions of interest, i.e., congested conditions. The decline
in production activity measures at higher congestion is also consistent with our well-level
results in Section 4 showing that gas-directed wells reduce output when congestion occurs.

If the exclusion restriction is violated and Z2,t affects flaring and methane through new
production activity, then conditioning on production activity in the second stage should
close this channel. Table D.1 reports results from the same IV specifications as in Table 1,
but with the inclusion of these daily activity variables in the second stage. In all cases,
coefficients in Table D.1 as well as diagnostic statistics (R2, first-stage KP-F statistics, and
overidentification tests) are very close in magnitude and almost always the same statistical
significance as in Table 1. These results are also robust to estimating Panels A and D using
Poisson regression to account for zero values in flaring detections or methane emissions cal-
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Figure D.4: Instrument Z2t vs. Daily Fracking Activity Measures. Fitted lines are third-
order fractional polynomials.

culations, and to including quadratic terms and lags in the fracking activity control variables.
Those additional robustness checks are available upon request.

Finally, Table D.2 reports results with heterogeneous effects by congestion status. We
define a congestion dummy variable that is equal to 1 when the interstate pipeline capacity
utilization is greater than 90 percent, and zero otherwise. We then include two treatment
variables, ∆pt · D for the slope during congestion and ∆pt · (1 − D) for the slope without
congestion. We similarly redefine each IV with these interactions. In the second stage we also
control for the three fracking activity measures and their interactions with the congestion
dummy. In the methane regressions (Panels B, C, and D) we find in all cases that the
coefficients under congestion are much larger in magnitude and more often significant than
the coefficients without congestion. In the flaring regressions (Panel A) we find somewhat
smaller effects during congestion but they are still strongly statistically significant and similar
in magnitude to our preferred estimates in Table 1. Tables D.1 and D.2, as well as Figures D.3
and D.4, together help us conclude that our main results in Table 1 are not contaminated
by exclusion restriction violations from flaring and methane due to new production activity.
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Table D.1: Impact of Henry Hub-Waha Price Differential on Flaring and Methane: Time
Series with Fracking Controls

OLS Z1t Z2t Z1t, Z2t

Panel A: Log Flaring
∆pt 0.58∗∗∗ 0.95∗∗∗ 0.73∗∗∗ 0.74∗∗∗

(0.063) (0.29) (0.10) (0.10)
R2 0.25 0.23 0.25 0.25
KP - F Stat 9.81 57.0 40.7
Hansen’s J p-value 0.42
N = 1278
Panel B: Log Methane Concentrations
∆pt 0.00029 0.0086 0.0017 0.0019

(0.00040) (0.0098) (0.0012) (0.0012)
R2 0.48 0.23 0.47 0.47
KP - F Stat 1.53 28.0 15.3
Hansen’s J p-value 0.33
N = 715
Panel C: Methane Emissions
∆pt 2.18 98.1 16.1 18.2

(4.23) (110.7) (12.3) (12.1)
R2 0.51 0.23 0.50 0.50
KP - F Stat 1.53 32.7 17.4
Hansen’s J p-value 0.30
N = 715
Panel D: Log Methane Emissions
∆pt 0.070∗∗∗ 0.52 0.24∗∗∗ 0.25∗∗∗

(0.025) (0.57) (0.083) (0.081)
R2 0.42 0.21 0.39 0.39
KP - F Stat 1.75 35.6 19.0
Hansen’s J p-value 0.52
N = 699

Notes: ∆pt is the Henry Hub - Waha price differential.
All regressions include a linear trend and monthly dum-
mies, and three daily fracking activity control variables:
the number of active fracking jobs, and the quantities of
water and proppant used in fracking. Panel A reports re-
sults for the log of flaring, Panel B for the log of methane
concentrations, Panel C for methane emissions, and Panel
D for the log of methane emissions. Column 1 reports OLS
estimates. Column 2 uses Z1t, the presence of a pipeline
maintenance event, as an IV for ∆pt. Column 3 uses Z2t,
the cumulative unexpected weather shocks proxying stor-
age depletion, as an IV. Column 4 uses both IVs. HAC
standard errors in parentheses. ∗∗∗ indicates significance at
the 1% level, ∗∗ at the 5% level, ∗ at the 10% level.
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Table D.2: Impact of Henry Hub-Waha Price Differential on Flaring and Methane by Con-
gestion Status

Z2t Z1t, Z2t Z2t Z1t, Z2t

Panel A: Log Flaring Panel B: Log Methane Conc.
∆pt-
Uncongested

0.88∗∗∗ 0.95∗∗∗ -0.00040 -0.00039

(0.14) (0.15) (0.0014) (0.0015)
∆pt-Congested 0.67∗∗∗ 0.63∗∗∗ 0.0030 0.0032∗

(0.17) (0.16) (0.0018) (0.0018)
R2 0.25 0.25 0.47 0.46
KP - F Stat 14.3 9.62 10.3 6.76
Hansen’s J p-value 0.15 0.66
N 1278 715

Panel C: Methane Emiss. Panel D: Log Methane Emiss.
∆pt-
Uncongested

-8.61 -8.42 0.16∗∗ 0.13

(14.8) (15.4) (0.079) (0.080)
∆pt-Congested 30.4 33.0∗ 0.29∗∗ 0.31∗∗∗

(19.3) (18.9) (0.12) (0.11)
R2 0.49 0.49 0.39 0.39
KP - F Stat 10.9 6.84 15.8 9.22
Hansen’s J p-value 0.63 0.32
N 715 699

Notes: ∆pt is the Henry Hub - Waha price differential. The “Congested” periods are
defined by a dummy equal to one if the interstate pipeline utilization is greater than
90 percent. Coefficients are reported as the slope in a given regime, i.e., coefficients
do not need to be added together. All regressions include a linear trend and monthly
dummies, and interactions of three daily fracking activity control variables with the
congestion dummy: the number of active fracking jobs, and the quantities of water
and proppant used in fracking. Panel A reports results for the log of flaring, Panel
B for the log of methane concentrations, Panel C for methane emissions, and Panel
D for the log of methane emissions. Column 1 reports OLS estimates. Column 2
uses Z1t, the presence of a pipeline maintenance event, as an IV for ∆pt. Column 3
uses Z2t, the cumulative unexpected weather shocks proxying storage depletion, as
an IV. Column 4 uses both IVs. HAC standard errors in parentheses. ∗∗∗ indicates
significance at the 1% level, ∗∗ at the 5% level, ∗ at the 10% level.
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E Online Appendix: Additional Figures and Tables

Table E.1: Production, flaring, and reported value of production from Permian Wells.

Total production Disposition Reported revenue
Oil Gas Flaring Oil Gas Gas price

Year (mmbbl/d) (bcf/d) (bcf/d) ($million/d) ($million/d) Ratio ($/mcf)
2007 0.68 3.2 0.01 47 21 2.3 6.47
2008 0.70 3.3 0.01 68 26 2.7 7.73
2009 0.70 3.3 0.01 41 12 3.4 3.67
2010 0.73 3.1 0.01 56 15 3.8 4.72
2011 0.81 3.0 0.03 74 16 4.6 5.35
2012 0.94 3.2 0.05 83 13 6.6 3.99
2013 1.07 3.5 0.09 99 15 6.4 4.47
2014 1.29 4.2 0.12 108 20 5.3 4.83
2015 1.47 4.9 0.19 66 12 5.6 2.40
2016 1.61 5.3 0.17 64 14 4.7 2.60
2017 2.00 6.4 0.18 97 23 4.2 3.58
2018 2.80 8.6 0.35 160 31 5.1 3.61
2019 3.44 11.3 0.47 186 24 7.6 2.17
2020 3.44 12.4 0.26 127 23 5.5 1.91
2021 3.48 13.1 0.17 234 66 3.6 4.96
2022 3.75 14.5 0.19 358 100 3.6 6.90

Data sources are TX RRC for production and flaring, and Enverus for value, which is
derived from TX Comptroller data. Since not all wells were matched to comptroller data,
we scale up value by the ratio of production reported to RRC to production reported to
comptroller. Dollar values are in nominal terms.
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Figure E.1: Self-reported flaring volumes by companies endorsing the World Bank Zero
Routine Flaring by 2030 initiative. Data downloaded from https://www.worldbank.org/
en/programs/zero-routine-flaring-by-2030/reporting

Share of gas sold Flaring (bcf) Share
(0.75, 1] 224.5 0.40
(0.5, 0.75] 109.0 0.19
(0.25, 0.5] 66.9 0.12
[0, 0.25] (Connected) 104.4 0.19
[0, 0.25] (Unconnected) 57.3 0.10

Production data are from Nov 2015 through
May 2021. Well-month observations are clas-
sified based on the share of gas reported
as sold in the disposition report relative to
monthly production. Note that production
is reported at the gas-well and oil-lease level
(see discussion in Section 2.3).

Table E.2: Permian flaring by share of gas pro-
duction sold in the same month (Nov 2015–May
2021)
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Table E.3: Climate costs of flaring associated gas following latest GHGRP Subpart W under
current and previous SC-GHGs from U.S. EPA (2023) and IAWG (2021)

Current U.S. EPA (2023): Total (CH4 + CO2)
Destruction efficiency Associated gas Pure CH4

Perfect combustion $15.95 (0.00 + 15.95) $10.18 (0.00 + 10.18)
98% (Tier 1) $15.81 (0.42 + 15.40) $10.45 (0.63 + 9.82)
95% (Tier 2) $15.96 (1.05 + 14.92) $11.09 (1.58 + 9.52)
92% (Tier 3) $16.11 (1.67 + 14.44) $11.74 (2.53 + 9.21)
0% (Venting) $20.95 (20.91 + 0.03) $31.56 (31.56 + 0.00)

Previous IAWG (2021): Total (CH4 + CO2)
Destruction efficiency Associated gas Pure CH4

Perfect combustion $4.22 (0.00 + 4.22) $2.69 (0.00 + 2.69)
98% (Tier 1) $4.45 (0.38 + 4.08) $3.17 (0.57 + 2.60)
95% (Tier 2) $4.89 (0.94 + 3.95) $3.94 (1.42 + 2.52)
92% (Tier 3) $5.33 (1.51 + 3.82) $4.71 (2.28 + 2.44)
0% (Venting) $18.86 (18.85 + 0.01) $28.44 (28.44 + 0.00)
Each cell shows the total climate cost, as well as the separate methane and CO2 com-
ponents. Since associated gas can contain CO2, even fully vented associated gas has
a non-zero CO2 climate cost. We take our Permian associated gas composition from
Howard et al. (2015) Table 2. We assume standard oilfield temperature and pressures
of 60◦F and 14.65 psia (288.706K and 1.01008 kPa) according to reporting requirements
in Texas (Tex. Admin. Code 16, § 3.79) and use the CoolProp library (Bell et al. 2014)
to calculate gas densities. The table shows social costs using the latest SCC and SCM
for 2020 emissions in 2020 USD under the recommended 2% discount rate from U.S.
EPA (2023) ($193/t and $1648/t), as well as the previous SCC and SCM from IAWG
(2021) under a 3% discount rate ($51/t and $1485/t). We calculate CO2 and CH4 emis-
sions per updated GHRP Subpart W (U.S. EPA 2024). One notable change in U.S.
EPA (2024) is the assumption that combustion efficiency (conversion of hydrocarbons
into CO2) equals destruction efficiency (destruction of CH4) minus 1.5%. A significant
change relative to Agerton et al. (2023) is that we follow the GHGRP and assume that
the GWP of ethane, propane, and butane are zero. Agerton et al. (2023) takes GWP
for these hydrocarbons from Hodnebrog et al. (2018). We note that Table 7.SM.6 from
IPCC 2021 (AR 6) Ch 7 Supplementary Materials specifies negligible GWPs for these
hydrocarbons (Masson-Delmotte et al. 2021). Values in parentheses show the breakdown
of social costs from (vented CH4 + CO2 from combustion). The “perfect combustion”
scenario is infeasible and assumes that both combustion and destruction efficiency are
100%.

56



Table E.4: Relationship Between Satellite Detections of Flaring and Methane

Dependent Variable: Methane Log Methane Methane Methane
Concentration Concentration Emissions Emissions

Flaring 0.030∗∗∗ 0.18∗∗∗

(0.0065) (0.039)
Log(Flaring) 0.00054∗∗∗ 5.92∗∗∗

(0.000083) (0.91)
r2 0.45 0.45 0.48 0.48
N = 15883

Notes: Std. errors clustered at the grid cell level. All regressions include cell-
by-month and cell-by-year fixed effects. Results are robust to many alternative
fixed effect specifications, subsamples, and definitions of the left and right
hand side variables. ∗∗∗ indicates significance at the 1% level, ∗∗ at the 5%
level, ∗ at the 10% level.
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Table E.5: Impact of Unplanned Pipeline Maintenance Events on Flaring and Methane

Poisson Log Methane Methane Pois Methane
Flaring Concentrations Emissions Emissions

-3 0.18 0.0013 15.1 0.019
(0.26) (0.0018) (20.3) (0.067)

-2 -0.17 0.00060 7.24 -0.0013
(0.27) (0.0022) (24.5) (0.077)

-1 - - - -

0 0.65∗ 0.0054∗ 61.7∗ 0.22∗∗∗

(0.37) (0.0030) (34.5) (0.074)
1 -0.28 -0.000012 -0.39 -0.041

(0.24) (0.0018) (20.4) (0.068)
2 0.027 -0.0010 -12.2 -0.056

(0.21) (0.0015) (17.5) (0.059)
3 0.34 0.00039 2.64 -0.042

(0.22) (0.0016) (17.3) (0.056)
N 130 135 135 135
r2 0.50 0.52
Notes: Time series event study coefficients shown in Figure 8. Flaring re-
gressions include a time trend; methane regressions include monthly dum-
mies and a time trend. Columns 2 and 3 are estimated by OLS, and re-
port HAC standard errors with automatic bandwidth. Columns 1 and 4
are estimated using Poisson regression to handle days with zeros in the
satellite flaring data or in our methane emissions calculations, and report
heteroskedasticity-robust standard errors. Results are generally robust to
dropping the trend, using OLS on levels or logs of all dependent variables
(with dropped observations for zeros in logged outcomes), and controlling
for daily fracking activity, water, and proppant use. * 0.10 ** 0.05 *** 0.01.
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Table E.7: Impact of Unplanned Pipeline Maintenance Events on Methane: Robustness
Checks

Methane Log Methane Methane Log Methane Pois Methane
Concentrations Concentrations Emissions Emissions Emissions

Panel A: No Fracking Controls
-3 2.54 0.0013 15.1 -0.021 0.042

(3.35) (0.0018) (20.3) (0.13) (0.063)
-2 1.12 0.00060 7.24 0.11 0.022

(4.08) (0.0022) (24.5) (0.20) (0.083)
-1 - - - -

0 10.2∗ 0.0054∗ 61.7∗ 0.18 0.19∗∗

(5.65) (0.0030) (34.5) (0.13) (0.086)
1 -0.0077 -0.000012 -0.39 0.012 -0.0052

(3.32) (0.0018) (20.4) (0.11) (0.070)
2 -1.89 -0.0010 -12.2 -0.065 -0.041

(2.83) (0.0015) (17.5) (0.099) (0.059)
3 0.74 0.00039 2.64 -0.045 -0.0033

(2.91) (0.0016) (17.3) (0.096) (0.057)
N 135 135 135 133 135
r2 0.51 0.50 0.52 0.33

Panel B: With Fracking Controls
-3 0.97 0.00049 6.32 -0.060 0.019

(3.49) (0.0019) (21.3) (0.14) (0.067)
-2 -0.019 -0.0000096 0.29 0.063 -0.0013

(3.88) (0.0021) (23.3) (0.18) (0.077)
-1 - - - -

0 10.9∗∗ 0.0058∗∗ 66.3∗∗ 0.21∗ 0.22∗∗∗

(4.77) (0.0025) (29.4) (0.11) (0.074)
1 -1.76 -0.00096 -10.9 -0.050 -0.041

(3.29) (0.0018) (20.1) (0.11) (0.068)
2 -2.63 -0.0014 -16.5 -0.081 -0.056

(2.86) (0.0015) (17.6) (0.096) (0.059)
3 -1.23 -0.00067 -9.04 -0.11 -0.042

(2.93) (0.0016) (17.6) (0.088) (0.056)
N 135 135 135 133 135
r2 0.54 0.54 0.56 0.38
Notes: Robustness checks for time series event studies. Columns 1 to 4 are estimated by
OLS, and report HAC standard errors with automatic bandwidth. Column 5 is estimated
using Poisson regression to handle days with zeros in our methane emissions calculations,
and reports heteroskedasticity-robust standard errors. Panel B includes control variables
on the daily number of active fracking jobs, and the daily amount of water and proppant
used in fracking. * 0.10 ** 0.05 *** 0.01.
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Table E.8: Well Summary Statistics

N Mean Std. Dev. Min Max
Panel A: Oil Leases
Flaring (mcf) 409498 290.25 2654.25 0 248003
Gas Pdxn (mcf) 409498 8670.24 25905.53 0 1234003
Oil Pdxn (bbl) 409498 3267.71 10740.88 0 460993
Maintenance Event 409498 0.023 0.05 0 0.33
Vertically Inte-
grated

409498 0.005 0.073 0 1

Gas Price Sold 143612 3.56 1.28 0.179 6.540
Panel B: Gas Wells
Flaring (mcf) 180629 457.041 3271.10 0 261479
Gas Pdxn (mcf) 180629 14950.39 34094.34 0 683244
Oil Pdxn (bbl) 180629 1830.57 4913.34 0 121066
Maintenance Event 180629 0.01 0.03 0 0.33
Vertically Inte-
grated

180629 0.003 0.06 0 1

Gas Price Sold 68327 3.15 1.26 0.184 6.532
Notes: This table reports summary statistics from the TRCC well and lease data. Vertically integrated is an
indicator that takes a value of one if the well operator and connected gas plant share the same parent firm. Gas
Price Sold is calculated by dividing the total value of gas sold by the volume sold from a well in a given month.
Maintenance event is a binary variable that takes a value of one if the plant the well is closest to via gathering line
distance is connected to a transmission line that experienced an unanticipated maintenance event that month.
Sample: Self-reported month level observations of leases and wells from December 2015 ending in 2021. Panel A
presents statistics from leases or wells that are primarily oil-producing. Panel B presents statistics from leases or
wells that are primarily gas-producing.
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Table E.9: Primary Results: Impact of Pipeline Events on Well Activity

Log(Throughput) Log(Capacity)

All NGPL Only No NGPL All NGPL Only No NGPL
(1) (2) (3) (4) (5) (6)

b/se b/se b/se b/se b/se b/se
-3 0.017 0.125 -0.042 0.022 0.185 0.002

(0.051) (0.135) (0.029) (0.043) (0.174) (0.010)
-3 -0.001 0.041 -0.000 0.030 0.189 0.003

(0.044) (0.122) (0.021) (0.046) (0.175) (0.004)
-1 - - - - - -

0 -0.147∗ -0.150 -0.085 -0.146 -0.163 -0.058∗∗

(0.086) (0.098) (0.062) (0.123) (0.159) (0.025)
1 -0.047∗∗ -0.021 -0.030 -0.043∗ -0.033 -0.016∗

(0.023) (0.024) (0.019) (0.025) (0.026) (0.008)
2 0.032 0.086 -0.002 -0.013 0.043 -0.003

(0.033) (0.076) (0.016) (0.012) (0.052) (0.005)
3 0.019 0.064 0.008 -0.024 0.051 -0.011

(0.035) (0.066) (0.035) (0.015) (0.052) (0.010)
N 1114 538 576 1114 538 576
adj. R2 0.713 0.639 0.902 0.285 0.145 0.931
Pipeline FE Y - Y Y - Y
Month FE Y Y Y Y Y Y
Pipeline-Time Trends Y Y Y Y Y Y
Notes: This table reports estimates the impact of a maintenance event for the interstate transmission line using
our baseline equation. Columns (1) - (3) consider the outcome of log of exports (throughput), columns (3) to (6)
consider the log of reported operational capacity. Columns (2), (3), (5), and (6) break up the sample by Natural
Gas Pipeline of America observations or not. We use one-way pipeline-month-level clustered standard errors. ∗∗∗

indicates significance at the 1% level, ∗∗ at the 5% level, and ∗ at the 10% level.
Sample: pipeline-day level data from the Woodmac beginning in December 2015 and ending in 2021. We only
include the 1,114 observations within a clean event window during the sample timeframe. A clean event window
is when no other event is ongoing within a three day window before and exclude any post event days where a new
event begins.
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Figure E.5: Maintenance Events by Pipeline
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